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Abstract—Oceans cover approximately 71% of the Earth’s sur-
face and provide numerous services to the environment and hu-
mans. Precise, real-time, and large-scale monitoring of the oceano-
graphic parameters is essential for ocean conservation and under-
standing the interactions between oceans and the atmosphere. In
this regard, synthetic aperture radar (SAR) systems, with unique
capabilities (e.g., day-night and almost all-weather data acquisi-
tion), provide valuable datasets for ocean studies. Many studies
have exploited the applications of SAR imagery for oceans and have
proposed numerous methods to study oceanographic parameters.
In this study, a brief introduction to SAR and the interaction
between microwave signals and the ocean surface are initially pro-
vided. Then, the important spaceborne and airborne SAR systems
for oceanographic applications are summarized. Subsequently, 12
different applications of SAR systems in the ocean are comprehen-
sively discussed, and the advantages and disadvantages of SAR
systems for ocean studies are extensively explored. Finally, the
research trend on SAR applications in the ocean is provided by
analyzing all the relevant papers published between 1973 and the
end of December 2022, and the existing challenges are discussed
for future studies.

Index Terms—Ocean currents, ocean wave, ocean wind, oil spill,
remote sensing, sea ice, sea level, ship detection, synthetic aperture
radar (SAR).

I. INTRODUCTION

ACTIVE microwave remote sensing (RS) systems were first
utilized before World War II (the 1930s and 1940s) for

military applications. However, the first efforts to understand
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the electromagnetic (EM) scattering of the ocean waves go back
to the 1960s and 1970s when the U.S. Naval Research Labora-
tory performed pioneering laboratory and field measurements,
which were later followed by the field measurements of the
National Aeronautics and Space Administration (NASA) [1].
For example, during the 1960s, Moore and Pierson [2] suggested
that ocean waves and wind speed could be derived from radar
data. According to this idea and the theoretical developments
in the field of radar technology, several ground surveys and
airborne missions were initiated, which led to the first microwave
sensor on the Skylab mission for ocean observation by NASA
in 1973–1974 [3]. Despite its short operation, the Skylab mis-
sion facilitated NASA’s first oceanographic satellite, SeaSat-1,
launched in 1978 [4], [5]. SeaSat-1 demonstrated the advan-
tages of spaceborne active microwave sensors for oceanographic
applications and motivated many successful Earth Observation
(EO) missions in the 1990s, including European Remote Sensing
Satellites (ERS-1 and 2), RADARSAT-1, and Advanced Earth
Observing Satellite, respectively launched by the European
Space Agency (ESA), Canadian Space Agency (CSA), and Na-
tional Space Development Agency (NASDA) of Japan [1], [6].

Since the launch of SeaSat-1, synthetic aperture radar (SAR)
has played an important role in many different applications, in-
cluding oceanography. Currently, many spaceborne microwave
RS systems are in orbit and are being operationally used for
ocean studies. Moreover, various airborne microwave systems
have also been developed for local-scale ocean applications.
For example, SAR systems have been effectively employed
for ocean wave imaging [7], bathymetric mapping [8], ocean
current studies [9], wind speed/direction estimation [10], oil spill
detection [11], ship detection [12], and ice shelf monitoring [13].
Furthermore, several programs and services have been set up for
oceanographic applications of the EO data, especially using SAR
images. For instance, the Copernicus Marine Service (or Coper-
nicus Marine Environment Monitoring Service—CMEMS) is
the marine environment monitoring service as a part of the
Copernicus Programme of the European Union [14]. CMEMS
uses a vast amount of ground-based, airborne, and spaceborne
(including spaceborne SAR images) to provide free, frequent,
and systematic authoritative information on the state of the Blue
(physical), White (sea ice) and Green (biogeochemical) ocean,
on a global and regional scales [14].

Many studies have discussed the applicability of SAR sys-
tems for specific oceanographic applications [15], [16], [17],
[18], [19], [20], [21], [22]. In addition, several studies provided
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reviews on different RS systems, including SAR imagery for
oceanography [23], [24], [25], [26], [27], [28], [29]. Several
advancements in SAR imaging instruments, as well as data pro-
cessing techniques for oceanography, have been achieved in the
last few years. However, to the best of the author’s knowledge,
there is not a recent comprehensive review on SAR systems
for oceanographic studies. This study provides a comprehensive
review of the oceanographic applications of various spaceborne
and airborne SAR systems. A brief introduction of the interac-
tion between the transmitted microwave signal and the ocean
surface is first provided, and different available SAR systems
are discussed. The main part of this review paper discusses 12
oceanographic applications of the SAR systems along with their
advantages and disadvantages. Then, a general outline of the
publication trends in this field is provided. The main objectives
of this study can be summarized as follows.

1) A simple and brief introduction on the interaction of the
transmitted radar signal and the backscattering surface is
provided, which will be beneficial for the new researchers
in the SAR field to better understand the mechanism of
the SAR imaging systems.

2) SAR spaceborne and airborne systems are extensively
reviewed, and their different attributes are summarized.

3) A comprehensive review of different oceanographic appli-
cations of SAR imagery systems is provided with several
case studies.

4) The main advantages and disadvantages of SAR images
for oceanographic applications are discussed.

5) A thorough review of the publication trends in the field of
oceanographic SAR applications is conducted from 1973
until the end of December 2022.

II. PRINCIPLES OF SAR SYSTEMS FOR OCEAN

Generally, active microwave systems are divided into two
distinct categories: imaging and nonimaging systems [30]. Non-
imaging microwave systems (e.g., altimeters and scatterometers)
measure in one dimension and cannot provide two-dimensional
(2-D) images. These systems measure the time delay of the
transmitted signal (i.e., altimeters) or the amount of the backscat-
tered energy (i.e., scatterometers) in one linear dimension [30].
On the other hand, imaging microwave systems measure the
time delay and the amount of the backscattered energy from
the transmitted signal in two dimensions and, thus, provide 2-D
images. SAR is the most common form of active microwave
imaging system [30].

SAR imaging systems have become one of the primary high-
resolution EO sensors used for ocean studies due to their unique
capabilities. For example, SAR measurements are sensitive to
small roughness changes in the ocean surface and are inde-
pendent of solar illumination and weather conditions. They
also have controllable properties, including power, frequency,
phase, polarization, incident angle, spatial resolution, and swath
width [31].

Despite enormous benefits, SAR imagery is relatively com-
plex. The ocean’s motion further complicates the SAR data
interpretation. SAR imaging systems transmit EM waves with

Fig. 1. Gravity and capillary waves on the ocean surface.

microwave frequencies and receive the backscattered signals
from the target surface. Most of the SAR systems operate in
wavelengths between 3 to 75 cm (i.e., equivalent to X, C, S, L,
and P bands). This enables the SAR signals to pass through the
clouds (almost unchanged) and provide high-quality data, even
over cloudy regions [1], [31]. The returned signal from the ocean
to the SAR sensor is a complex interaction of the transmitted
signal and the backscattering energy from the ocean surface. A
variety of factors, including the characteristics of the transmitted
signal (e.g., frequency, polarization, and imaging geometry) and
those of the ocean (e.g., roughness, waves’ interaction in differ-
ent scales, oceanic currents, and presence of oil slicks or ships
on the water surface) affect the SAR signal return [32], [33]. For
instance, when the ocean surface is perfectly flat (without wave),
it behaves like a specular reflector, which reflects a considerable
amount of the transmitted signal in the opposite direction and,
consequently, appears dark in monostatic radar imagery [31],
[33]. The SAR signal is very sensitive to the interactions between
the ocean surface and wind. Generally, when wind speed is
between 2 and 14 m/s, it sufficiently roughens the ocean surface
to be measured by SAR systems [6], [34].

There are generally two types of waves on the surface of the
oceans: gravity and capillary waves. As illustrated in Fig. 1,
gravity waves result from gravitation acting on the disturbed
mass of water to counteract the effect of the wind, while capillary
waves are the water surface tensions to act against the wind
disturbances [33], [35]. Gravity waves tend to have a longer
wavelength than capillary waves, but their heights depend on
the wind speed, fetch length, and wind duration [33].

As a result of the periodicity of the ocean waves and their
highly dynamic nature, there may be a large range of wave-
lengths associated with the waves. The periodicity and different
wavelengths of the ocean waves make the Bragg scattering
mechanism suitable for describing the nature of the ocean
surface from the SAR imagery [31], [33], [36]. The radar
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backscattering can be described by the Bragg scattering mech-
anism when the wavelength of the transmitted signal and
wavelength of the ocean wave have the relationship as fol-
lows [31], [32]:

λB =
λR

2 sin θ
(1)

where λR and λB are radar signal and ocean wave wavelengths,
respectively, and θ is the radar incident angle. Although the
backscattered signal is primarily influenced by Bragg scattering,
non-Bragg scattering mechanisms, such as surface and breaking
waves, also have a significant impact on the backscattered signal
and should be taken into consideration [37]. Several mathe-
matical descriptions of the radar signal scattering process are
provided in the literature [21], [31], [38], [39], [40]. A short
and simple description is provided in this section based on the
formulations provided in [31], [39], [40].

The transmitted radar signal can be represented by the fol-
lowing:

Et (x) = E0e
−kx sinθt (2)

where k = 2π/λ is the wavelength parameter of the transmitted
radar signal. The subscript “t” in the incident angel (θt) repre-
sents the transmitted signal; x is the propagation distance of the
signal; and E0 is the magnitude of the incident wave. Similarly,
the reflected radar energy, Er(x), can be derived by multiplying
the reflection co-efficient, Γ, with the Et(x) as shown in the
following:

Er (x) = ΓE0e
−kx sinθt . (3)

The reflection coefficient, Γ, is also used to represent the
scattered signal, Es(x), as shown in the following:

Es (x) = ξ (θt, θa, D) ΓE0 (4)

in which ξ represents the antenna radiation pattern, and is a
function of the incidence angle, θt, antenna radiation angle, θa,
and differential surface length, D [31], [39], [40]. As a result,
the radar cross section for the ocean surface is proportional to
the reflection coefficient, Γ, and the antenna radiation pattern,
ξ, as shown in the following:

σ ∝ Γ2
n∑

k=1

{ξ 〈(θt + αk) ,− (θa + αk) , Dk〉}2. (5)

The slope angle of the kth differential surface length in (5)
is represented by αk. The dependence of the radar backscatter-
ing cross section, σ, on the polarization and frequency of the
transmitted signal can be explained by the Length parameter,
�rt, where “r” and “t” represent the polarization of the received
and the transmitted signals, respectively. Therefore, the radar
backscattering cross-section for each polarization can be repre-
sented by the following:

σrt = 8k4h2 cos4θi|�rt|2 F (2k sinθi) (6)

where F(k) is the Fourier transform of the surface correlation
function, and h is the surface perturbation. The surface per-
turbation can be used for the Rayleigh Criterion to define the
relative roughness of the surface. In order to better describe

the interaction between the radar signal and the backscattering
surface, the length parameter, �rt, is useful. As mentioned
before, radar frequency and incidence angels affect the length
parameter. However, the effect of the radar signal frequency
on the length parameter is obscure. This is because the radar
frequency directly affects the complex dielectric constant or
permittivity, ε, of the backscattering surface, which influences
the radar backscattered signal. Consequently, the Length pa-
rameter for the HH and VV polarizations can be defined using
the incidence angle, θi, and permittivity, ε, as shown in the
following:

�HH =
cos θi −

√
ε− sin2θi(

cos θi +
√
ε− sin2θi

)2 (7)

�V V = (ε− 1)
sin2θi − ε

(
1 + sin2θi

)
(
ε cos θi +

√
ε− sin2θi

)2 . (8)

Furthermore, incidence angle is one of the most important
parameters of the SAR instruments for ocean applications. At
smaller incidence angles, higher sea surface returns are usually
observable, and the returned energy rapidly decreases as the
incidence angle increases. Therefore, most of the oceanographic
SAR satellite missions employ incidence angles of around 20°
to take advantage of those higher available energies [33]. More-
over, the sea surface appears dark in higher incidence angles
(around 40°) which makes other objects on the sea surface (e.g.,
ships or oil rigs) more apparent. The dependency of the radar
backscatter on the incidence angle enables observing gravity
waves on the sea surface due to Bragg’s resonance with the
capillary waves. The front slope of the gravity waves results
in a smaller incidence angle because they face the transmitted
radar signal and, thus, appear brighter in SAR images due to the
increased returned energy. On the other hand, the back slopes
increase the incidence angle and appear relatively darker [33].

Generally, anything that affects the capillary waves of the
sea surface (e.g., wind speed/direction and dampening by rain
or other mechanisms, such as oil slicks) modulates the radar
backscatter [32]. Internal ocean waves, which are generated
by mechanisms that cause underwater disturbances (e.g., river
inflows, movement of water over varying bottom topography,
and underwater earthquakes), also affect the capillary waves
of the sea surface and, therefore, can be observed using SAR
images [33].

III. SAR SYSTEMS FOR OCEAN APPLICATIONS

A. Spaceborne SAR Systems

As mentioned in the introduction section, after successful test-
ing of the spaceborne SAR systems during the Skylab mission
in 1973–1974, SeaSat-1 was the first SAR satellite launched on
June 27, 1978 and continued its mission until October 1978 [41],
[42]. The SAR sensor of SeaSat-1 was operating at the L-band
frequency and the HH polarization with a fixed 100 km swath
width and 20° to 26° incident angles [42]. After the successful
experiment of SeaSat-1, NASA launched the Shuttle Imaging
RADAR-A (SIR-A) in 1981, which was a single channel L-band
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HH SAR system. SIR-B, a single digital channel L-band HH
SAR system with variable incident angles, was launched in 1984
[6], [32].

ESA launched ERS-1 in 1991, which collected data in C-band
and VV polarization with 100 km swath width and 20° to 26°
incident angles. ERS-2 with the same properties along with
multiple enhancements was also launched in 1995 [32], [42].
JERS-1, launched by the Japanese Space Agency, collected
radar data in L-band and HH polarization with 32° to 38°
incident angles between 1992 and 1998 [32]. Furthermore, a
collaboration between NASA, the German Space Agency, and
Italian Space Agency in 1994 led to a revolutionary Shuttle
Imaging RADAR-C/X-band SAR (SIR-C/XSAR), which was
the first three frequency (L/C/X-bands) and fully polarimetric
(HH/VV/HV/VH for L/C-band, and HH for X-band) spaceborne
SAR instrument [42]. Another successful SAR mission in the
1990s was RADARSAT-1 by the CSA, which was launched
in 1995. RADARSAT-1 was a C-band HH SAR system with
variable incident angles and swath widths [43].

Following these missions, many spaceborne SAR instruments
have been launched with different imaging properties and have
so far provided valuable data for oceanography in addition to
other applications. The increasing number of SAR satellites
in the past two decades has provided unprecedented oppor-
tunities for various oceanographic applications. For instance,
RADARSAT-2 was launched in December 2007 by the CSA and
MacDonald Dettwiler Associates Ltd. to continue the legacy of
RADARSAT-1 and has been utilized for many oceanographic
applications since then [43]. RADARSAT-2 is a state-of-the-art
technology that provides fully polarimetric SAR data in C-band
with 3–100 m spatial resolution [43].

The advanced synthetic aperture radar (ASAR) sensor on-
board the Envisat was developed by ESA based on the AMI-SAR
flown on ERS-1 and ERS-2 [44]. ASAR was a C-band imaging
radar instrument with various imaging modes and five polariza-
tion modes (VV, HH, VV+HH, HV+HH, or VH+VV). Envisat
was launched in March 2002 and provided valuable data for
oceanography and many other applications until April 2012 [45].

Another well-known SAR mission for oceanographic appli-
cations is Sentinel-1, the first satellite of the Copernicus mission,
which has been designed and launched by ESA. Sentinel-1
is composed of a constellation of two satellites, Sentinel-1A
and Sentinel-1B, that were launched in April 2014 and April
2016, respectively. They share the same orbital plane with a
180° orbital phasing difference. This constellation enhances
the revisit time and coverage of the mission. In addition,
Sentinel-1C and D are planned to be launched in 2022 and
2023, respectively. Sentinel-1 acquires data in C-band and
Dual polarization (VV+VH or HH+HV). Sentinel-1 data is
freely available through the Copernicus-hub (https://scihub.
copernicus.eu/) [46].

TerraSAR-X is a German SAR satellite mission managed by
the German Aerospace Center (i.e., DLR). It was launched in
June 2007, and since then, it has been providing high-resolution
X-band data for a wide range of applications, including oceanog-
raphy. TerraSAR-X is capable of acquiring data in single, dual,
and quad polarization modes [47]. TanDEM-X is also a DLR

SAR mission which is a high-resolution interferometric add-on
to the TerraSAR-X for digital elevation measurements and was
launched in June 2010 [47].

Advanced land observation satellite (ALOS) is a Japanese
SAR system developed by the Japan Aerospace Exploration
Agency (JAXA; formerly NASDA) and was launched in January
2006. Phased-array L-band synthetic aperture radar (PALSAR)
sensor onboard ALOS provided valuable high-resolution L-band
SAR data from the ocean with multi-polarization and various
imaging modes. ALOS ended in April 2011, with ALOS-2,
carrying the PALSAR-2 sensor with multiple enhancements
from PALSAR, was launched in May 2014 [42], [48].

The China National Space Administration (CNSA) also
launched its first civilian C-band polarimetric SAR mission,
Gaofen-3, in August 2016. Gaofen-3 is capable of 12 differ-
ent SAR data acquisition modes with single, dual, and quad
polarization and up to 1 m resolution [49].

The RADARSAT Constellation Mission (RCM) consists of
three identical EO satellites and was launched on June 12, 2019
by the Canadian Space Agency. The primary goal of RCM is to
provide C-band data continuity for RADARSAT-2 users. RCM
is capable of providing a variety of imaging modes, swaths,
and polarizations with 3–100 m spatial resolution for various
applications, (e.g., ship, ice, and oil spill monitoring) [43], [50].

Fig. 2 illustrates examples of SAR images from different
instruments discussed above. Moreover, the properties of the
most widely used spaceborne SAR systems for oceanographic
applications are summarized in Table I. In addition, several
missions which have been planned for future years are listed in
Table I. Their lifespan Gantt chart is demonstrated in Fig. 3.

B. Airborne SAR Systems

In addition to the spaceborne SAR systems that were previ-
ously discussed, airborne SAR instruments also provide valuable
data for various oceanographic applications. Airborne SAR
systems have been widely used to test new technologies and
imaging modes and evaluate new RS applications [51].

The main advantage of airborne SAR systems is their flexibil-
ity in data acquisition specifications in terms of the look angles
and directions, time and location of the data acquisition, revisit
time, and many other parameters that can be defined and applied
according to a particular application and location [52], [53].
However, airborne SAR systems are more susceptible to imaging
geometry distortions. Variations in the velocity and altitude of
the aircraft, besides the environmental conditions, complicates
the geometry of the airborne SAR systems [53].

Furthermore, because of the relatively low altitude, airborne
SAR systems use a wide range of incident angles to obtain
moderately wide swaths, and increase the geometry problems.
However, due to their high altitude, spaceborne sensors can
achieve considerably wide swaths with a much smaller range of
incident angles. Moreover, spaceborne systems provide a more
consistent imaging geometry and cover a larger area.

Many airborne SAR systems have been developed for ac-
quiring SAR images with various characteristics. For example,

https://scihub.copernicus.eu/
https://scihub.copernicus.eu/
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Fig. 2. Examples of the Pauli RGB composite of SAR images from different sensors. (a) PALSAR-2 onboard ALOS-2 over San Pablo bay, California, the USA
with L-band frequency, and StripMap (SM) mode. (b) gaofen-3 over San Francisco bay, California, the USA with C-band frequency, and quad-polarization strip
I (QPSI) mode. (c) RADARSAT-2 over Flevoland, The Netherlands with C-band frequency, and fine quad polarization mode. (d) UAVSAR over gulf of Mexico,
the USA, during the deep water horizon oil spill incident, with L-band, and PolSAR mode.

TABLE I
LIST OF SPACEBORNE SAR IMAGING SYSTEMS USED FOR OCEANOGRAPHIC APPLICATIONS
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TABLE I
(CONTINUE)
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TABLE I
(CONTINUE)
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Fig. 3. Lifespan Gantt chart of the spaceborne SAR missions. The period colored with hatches is the expected life time/launch date for the missions.

AirSAR [54], [55] is a multifrequency, multipolarization air-
borne SAR system with the capability of data acquisition in C-,
L-, and P-bands, developed and operated by the Jet Propulsion
Laboratory (JPL) of NASA. The spatial resolution of AirSAR
imagery is 12 m in both azimuth and range direction, and the
incident angles vary between near nadir (near zero) and 70
degrees in the near and far ranges, respectively. UAVSAR [53],
[56] is another airborne SAR system that has been developed by
the JPL. UAVSAR will eventually be mounted on an uninhabited
aerial vehicle (UAV), but currently, it is being operated with
a NASA Gulfstream III aircraft. UAVSAR acquires data in
fully polarimetric mode with L-band frequency, and the spatial
resolution and swath width are 1.8 m and 16 km, respectively.

F-SAR [57] is another well-known airborne SAR system that
has been developed by the Microwaves and Radar Institute of
DLR. F-SAR acquires fully polarimetric SAR data in X-, C-,
S-, L-, and P-bands and was developed after the success of
the E-SAR airborne SAR system. Moreover, Polarimetric and
interferometric SAR2 (Pi-SAR2) [58] was developed by the Na-
tional Institute of Information and Communications Technology
of Japan after the success of Pi-SAR. Pi-SAR2 provides fully
polarimetric SAR images in X-band with a spatial resolution
of 0.3 m. In addition to the mentioned airborne systems, there
are many other SAR instruments, including the Geographic
Synthetic Aperture Radar, EcoSAR, Convair-580 C/X SAR,

MicroASAR, and SlimSAR, which have been efficiently em-
ployed for ocean applications.

IV. SAR APPLICATIONS IN OCEANS

Airborne SAR instruments have provided valuable data for
studying ocean surface and internal waves since the 1960s [32],
[59]. However, the launch of the SeaSat-1 in 1978 provided
data from currents and eddies and other ocean features over a
wide range of scales, temperature fronts, shoaling bathymetry,
atmospheric patterns related to the storms, roll vortices, and
rain cells [32], [59]. SAR data have been utilized for many
different oceanographic applications since then [60], [61]. Fig. 4
illustrates the main applications of SAR systems in the ocean,
the details of which are discussed in the following sections.

A. Ocean Surface Wind

Ocean surface winds play an important role in transferring
momentum, gases, and latent heat between the atmosphere and
the ocean [62]. Although scatterometers traditionally have been
used for wind retrieval [63], the higher spatial resolution of SAR
images has attracted many interests for wind retrievals from SAR
images [62], [64]. Moreover, scatterometer measurements can
get contaminated by land reflections in coastal regions [65], [66].
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Fig. 4. Overview of different oceanographic applications of SAR systems.

Various approaches have been developed for wind speed and di-
rection estimation from SAR data. In this regard, scatterometry-
based approaches are the most widely used techniques for wind
speed retrieval from SAR images [64]. These techniques express
the relationship between the normalized radar cross-section
(NRCS) of SAR data, the geometry of observation, and wind
speed through different geophysical model functions (GMFs)
[62], [64]. Alternatively, ocean surface wind speed can be de-
rived from SAR images through various techniques, including
polarization ratio conversion [67], Azimuth cut-off method [68],
neural network-based methods [69], and physical models [62].

Wind direction is another important component of the ocean
surface wind that can be retrieved from SAR images. There
are many different techniques for this purpose [70]. The fast
fourier transform (FFT)-based methods, which computes the
Fourier spectrum of SAR image and locates the main spectral
energy perpendicular to the wind streaks orientation, is one of
the most common approaches for wind direction measurements
from SAR images [64], [70], [71]. The main disadvantage of
FFT-based methods is the 180° directional ambiguity of the wind
direction [64]. Alternatively, wind direction can be estimated
through local gradient methods [72], [73], GMFs [66], [74], [75],
[76], wavelet analysis [70], and inter-look cross-spectra [77].
Fig. 5 shows the Hurricane Dorian on Sentinel-1 Interferometric
Wide swath mode ‘VH-polarization image and the wind speed
retrievals [78].

Many studies have utilized SAR data for ocean surface wind
speed/direction estimation. For example, Fang et al. [9] inves-
tigated the effects of the ocean currents on the retrieved SAR
ocean surface wind fields. A total of 168 fully polarimetric
SAR images, acquired by RADARSAT-2 fine quad-pol mode,
were used. The wind vectors were derived from the SAR data
using ocean backscatter in cross and co-polarized channels.

Fig. 5. (a) Sentinel-1 Interferometric wide (IW) swath mode ‘VH-polarization
image of hurricane Dorian acquired at 22:46 UTC August 30, 2019. (b) Wind
speed retrievals of Hurricane Dorian by [78].
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In addition, buoy measurements of ocean surface wind and
high-frequency (HF) radar measurements were used for com-
parison. The results illustrated that taking the ocean currents
into account could considerably improve the accuracy of wind
speed/direction derived from SAR data. In another study, Fang
et al. [17] studied the effects of the resampling spatial resolu-
tion on ocean surface wind speed retrieval from SAR images.
Along with 358 RADARSAT-2 fine-beam quad-polarized SAR
images, in situ National Data Buoy Centre and China State
Oceanic Administration buoy measurements were utilized in
this study. The analysis of the obtained results demonstrated
that better accuracy for wind speed retrieval could be ob-
tained at coarser resolutions. Moreover, Zhou et al. [73] have
proposed an improved local gradient (LG) model for sea surface
wind retrieval from SAR images acquired by the ASAR instru-
ment onboard of the Envisat. In their improved LG method,
the smoothing step and computation of the local gradients were
combined in the frequency domain. The results were compared
with those of the traditional LG and 2-D FFT methods by
interpolating wind directions from the European Centre for
Medium-Range Weather Forecast (ECMWF) reanalysis data
and the cross-calibrated multiplatform wind vector products.
The improved LG method demonstrated better performance in
terms of sensitivity to different noises.

B. Ocean Surface Current

Ocean surface currents are essential for various met-ocean
applications, including studying the ocean and atmosphere in-
teractions, global climate balance, and weather forecasting [9],
[10]. Many researchers have suggested using the Doppler shift of
the SAR images to estimate the ocean surface currents [79], [80],
[81], [82]. The Doppler shift of the backscattered SAR signal
can be measured through the difference between the Doppler
centroid of the SAR data and the nominal Doppler centroid
calculated using the trajectory parameters of the satellite orbit
[83]. Furthermore, the wave component should be extracted
from the Doppler shift to improve accuracy in ocean surface
current estimation [84], [85]. It is worth noting that there is a
two-way relationship between ocean surface wind and current
[10] and, thus, considering them together in studies of ocean
surface parameters would result in a better accuracy [10]. Fig. 6
represents the surface current fields and intensities of the radial
components, computed by the Ocean model in [86] for the 0 to
3 m surface water layer depth at the time September 22, 2010,
20:00 and 21:00 UTC.

Many studies have investigated the applications of SAR im-
ages for ocean surface current estimation. For instance, Qazi
et al. [87] investigated the application of the maximum cross-
correlation (MCC) method for ocean surface current studies.
Instead of using a few images, a dataset of nearly two years
of available sequential SAR images acquired in C-band by the
Envisat ASAR and ERS-2 satellites over the coastal California
Current System were utilized. The results were compared with
the HF radar measurements. It was observed that the current
vectors derived from the MCC SAR method had a slightly larger
magnitude and were oriented slightly counterclockwise relative

Fig. 6. Surface current fields (upper panels) and intensities of the radial
components (lower panels), computed by the Ocean model in [86] for the 0
to 3 m surface water layer depth at the time September 22, 2010, 20:00 and
21:00 UTC.

to HF radar vectors. This might be because HF radar signals
penetrate deeper into the water than those of the SAR systems. In
addition, Li et al. [88] suggested that measurement accuracy and
error analysis of the multiaperture along-track interferometric
(MA-ATI) SAR for ocean current vector detection should be
done theoretically since the real experimental data for measure-
ment validation is scarce. They considered the main principles
of the ocean current measurement of MA-ATI SAR and inves-
tigated the accuracy and error simulation model. Moreover, the
influences of the SAR parameters and ocean environment of the
current vector estimation were investigated. In another study,
Sletten et al. [89] carried out experimental investigations of
ocean surface current measurement with an ultrahigh-frequency
SAR with the ATI mode. Two different approaches for ocean
current measurement were described in this study. The first
approach was the standard ATI-SAR processing. In the second
approach, the ocean surface current was estimated according to
the wave energy displacement from the theoretical surface wave
dispersion.

C. Sea Level

Sea level is rising globally, and its rate is accelerating [90].
Even small increments in the sea level can cause many prob-
lems, especially for people living along the coast. Sea level rise
is associated with both climate-related phenomena, including
global warming, and nonclimate-related phenomena, such as
land subsidence in coastal areas [20]. Hundreds of gigatons of
meltwater are being added to the oceans from melted glaciers
and ice sheets every year, and the waters in the ocean are
expanding by absorbing the heat from the atmosphere because
of the greenhouse gasses [20].

Most of the research on sea level rise monitoring using satellite
data have focused on SAR altimeters, such as Sentinel-3 [91].
However, SAR imagery has also been applied for relative sea
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Fig. 7. Internal solitary waves (ISW) on SAR images appear as dark and light
strips on the gray ocean surface background [99]. The red star denotes mooring
station.

level rise monitoring in coastal regions. To this end, interfer-
ometric SAR (InSAR) techniques for land subsidence mea-
surement have been employed [20], [92]. For instance, Gruber
et al. [93] used Sentinel-1 SAR images to monitor sea level by
connecting the existing tide gauges with the global geometric
and physical height reference networks. In this technique, the
3-D geodetic SAR positioning, utilizing Sentinel-1 SAR images,
was applied to continuously observe the ellipsoidal coordinates
of the tide gauge stations and densify the existing permanent
global navigation satellite system (GNSS) networks, which can
later be used to connect the height systems across the oceans.
In another study, Raucoules et al. [94] proposed a method to
estimate local water level variations based on the floating objects
on SAR multitemporal data. The range and azimuth offsets of
the COSMO-SkyMed multitemporal SAR data were also used
in this study to detect the displacement signatures.

D. Ocean Internal Waves

The ocean water column is not homogeneous and has different
layers with different density, temperature, and salinity values
[95], [96]. Ocean internal waves can happen between those
layers and are generated when the interface between the layers
is disturbed by ocean storms, strong tidal currents flowing over
sharply varying bottom topography, heat exchange, etc. [97].
Studying those internal waves and monitoring various charac-
teristics are very pivotal because they can affect acoustic wave
propagation, nutrient mixing in the euphotic zone, sediment re-
suspension, cross-shore pollutant transport, and human-related
activities, including submarine navigation, coastal engineering,
and oil exploration [95], [96], [98].

Internal waves affect the surface roughness of the ocean,
which can be detected by SAR images [7], [95]. The internal
waves interact with the Bragg waves of the ocean surface and
increase their amplitude in convergent flow and decrease in di-
vergent flow regions, which increases and decreases the surface
roughness, respectively [7], [95]. As a result, the internal waves
usually appear as periodically alternating darker and brighter
stripes against a gray background in SAR images (see Fig. 7)
[96], [99]. The patterns depend on a variety of different factors,

including environmental conditions of both the surface and sub-
surface, as well as the properties of the internal wave itself. The
most common pattern is bright and dark band pair combinations;
however, many other variations, such as single dark bands and
solitary wave interaction patterns (dark “X” shaped features),
are also possible [7].

SAR images can be effectively applied to extract different
parameters of the internal waves to better understand their
behavior and impacts on the environment. These parameters
include the number of waves, distance between neighboring
waves and wave packets, propagation direction, crest length,
and wave speed [95].

Considerable efforts have been made to acquire more accurate
data for ocean wave mapping due to the significance of wave
information retrieved from SAR instruments. For instance, the
Wave mode (WV) measurement of Sentinel-1 was improved
compared to those of the Envisat and ERS to have a finer
spatial resolution (4 m), higher signal-to-noise ratio, larger scene
footprint (20 × 20 km), and better global sampling. The main
advantage of the Sentinel-1 WV imaging mode is its ability to
globally measure high-resolution sea surface roughness. How-
ever, a very large amount of data from the Sentinel-1 WV
dataset (∼120 k images per month) necessitates automated data
processing algorithms [100].

Wan et al. [101] argued that the cooperative observations
of SAR satellites could resolve the inherent disadvantage of
SAR images for waves observation to some extent. Although
there are not enough SAR satellites for acquiring multiple si-
multaneous observations from the ocean to obtain multiview
SAR ocean wave synchronization data, the results from sim-
ulated Multiview SAR data have demonstrated that the pro-
posed method could effectively compensate for the azimuth
cutoff. The simulated synchronized SAR data were in X-band,
4 m resolution, StripMap mode, and single look complex for-
mat. The Max Planck Institute (MPI) method was used to
obtain the optimum wave spectrum. Huang and Li [102] also
used ten years of ASAR WV data to demonstrate the appli-
cation of WV data for ocean wave measurements. The MPI
method was used to derive the 2-D wave spectra from WV
data and, subsequently, sea state parameters [e.g., significant
wave height (SWH) and mean wave period] were calculated
by integrating the 2-D wave spectra. Finally, the results were
compared with buoy measurements and demonstrated the appli-
cability of WV SAR data for ocean wave monitoring. Moreover,
Gao et al. [15] proposed a new approach for estimating SWH
from WV SAR data using the support vector machine (SVM)
regression model. In their model, the feature parameters of the
SAR image (e.g., sigma naught, the variance of the normalized
SAR image, and SAR image spectrum spectral decomposition
parameters) were used as the input, and a nonlinear relationship
between them and the ocean wave SWH was established. SWH
provided by the ECMWF and the buoy measurements were used
as the reference data for comparison. The results demonstrated
the effectiveness of the SVM model for SWH retrieval from
WV SAR images. Collins et al. [103] demonstrated the better
performance of a single-layer feed-forward neural network using
buoy observations and RADARSAT-2 Fine Quad image data as
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Fig. 8. Sea Ice on Sentinel-1 images with (a) HH and (b) HV polarizations on
February 5, 2019, (c) ice classification result. and (d) the weekly ice chart from
February 5, 2019 [110].

model inputs for SWH measurement than the CWAVE algorithm
using linear regression, with elastic net term selection. They also
explored the effect of incidence angle and polarization on the
model performance.

E. Sea Ice

Sea ice covers a large portion of the polar oceans and has a
significant role in the global weather and climate system. Sea ice
influences the exchange of heat, momentum, and matter between
the ocean and the atmosphere, solar albedo, and circulations of
the oceans [104]. Sea ice coverage and its condition are very im-
portant for ship navigation, fisheries, polar and climate studies,
and many other offshore activities [104], [105]. Consequently,
sea ice monitoring is important for preserving vulnerable polar
regions and supporting decision-makers in ocean environments.

Various characteristics of sea ice, including ice coverage,
thickness, ice charts, ice surface (roughness), shape and orienta-
tion, snow cover, and wetness, can be directly/indirectly derived
from SAR images [106]. Generally, co-polarized channel of
SAR images provides more informative data for ice analysis
[107], and co- and cross-polarized ratios have been proved to
be very useful for water and ice types discrimination [108].
Moreover, compact polarimetric SAR data showed promising
performance for sea ice classification [109]. Fig. 8 illustrates an
example of sea ice on SAR images with HH and HV polariza-
tions, ice classification results from [110] and the weekly ice
charts for the same area.

Sea ice mapping and monitoring have been among the most
important applications of satellite-based SAR systems since
the launch of the SeaSat-1 [105]. Different methods, including
thresholding [105], [111], knowledge-based solutions with the
use of knowledge and experiences of the ice experts [105],
edge detection techniques [105], classification algorithms [112],
[113], fully polarimetric parameters-based methods [114],
neural network-based methods [115], [116], decomposition

techniques [117], textural and statistical analysis [118], and
wavelet transform [119] have been developed for this pur-
pose. For example, Ressel et al. [108] utilized HH-VV dual-
polarization StripMap images acquired by TerraSAR-X for au-
tomatic sea ice classification. In total, 12 different polarimetric
features were extracted from the SAR images, and a neural net-
work was trained for pixel-based classification of sea ice. It was
reported that some polarimetric features, such as polarimetric
span and geometric intensity, were more helpful than eigenvalue
decomposition-based features for sea ice classification. Karvo-
nen [115] also utilized both Sentinel-1 SAR images and Ad-
vanced Microwave Scanning Radiometer 2 passive microwave
radiometer (MWR) data, individually and in combination, to
develop and test operational methods for sea ice concentration
mapping. Ice concentration grids of the Finnish Meteorological
Institute daily ice charts were used as the reference data for the
Baltic Sea. The results showed that SAR and MWR data could
be solely used for sea ice concentration estimation; however,
combined SAR and MWR datasets provided more accurate
results, and more details are visible in the combined sea ice
concentration maps. Leigh et al. [112] developed an automated
ice-water classification algorithm, called MAp-Guided Ice Clas-
sification (MAGIC), for dual polarized RADARSAT-2 images.
In the MAGIC method, a “glocal” classifier, i.e., a hierarchical
region-based classification method based on the published it-
erative region growing using semantics (IRGS) algorithm, was
used for extracting spatial information from SAR images. In ad-
dition, the SVM classifier utilized the backscattering and texture
features from SAR images for ice-water binary classification.
Later, an IRGS was employed to combine the results from the
two classifiers and obtain the final ice-water discrimination.

F. Icebergs

The main differences between sea ice and iceberg are that
sea ice forms from the salty ocean water and generally forms
and melts exclusively in the ocean, while icebergs form from
fresh water and snow on land [120]. Accurate and consistent
monitoring of icebergs globally is crucial for various reasons,
such as safe navigation of the ships. Icebergs and glaciers
have the potential to influence global sea level, ocean currents’
circulation, water salinity, and sea ice formation [121], [122].

Although various satellites have been utilized for iceberg
studies, they have different limitations. For example, the low
spatial resolution of the scatterometers limits monitoring small
icebergs. Deformed sea ice causes various problems for radar
altimetry. Optical satellites are also restricted by darkness and
cloudy condition, besides the difficulty in distinguishing be-
tween snow and ice [121], [123]. However, SAR satellite im-
agery provides more valuable data with a high spatial resolution
and almost under all weather conditions. Fig. 9 shows A-72
and A-73 icebergs on Sentinel-1 image acquired on January 19,
2021 [124].

Icebergs usually have higher backscattered intensity than the
surrounding regions and are characterized by both surface and
volume scattering mechanisms [121]. As a result of the higher
intensity, many researchers have utilized band thresholding,
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Fig. 9. A-72 and A-73 icebergs on Sentinel-1 image acquired on January 19,
2021 [124].

including adaptive threshold techniques, for iceberg detection
on SAR images [125], [126]. However, such algorithms do not
provide satisfactory results when the contrast is small (e.g., in
windy and rough sea surface conditions) [121]. Furthermore,
differential interferometric SAR (DInSAR) technique is useful
for mapping the ice sheet grounding line (i.e., the line where the
ice detaches from the ground, and becomes afloat on the ocean)
[127]. Various classification methods have also been proposed
for iceberg detection, considering the edges between different
backscattering coefficients [121], [128], [129]. Due to the recent
advancements and promising results of the neural networks and
deep networks, many researchers have focused on applying those
methods to iceberg detection using SAR images [18], [129].
However, automatic discrimination between icebergs and ships,
which conventionally has been done by manual detection and
human interpretation, is still a challenge [18].

Hass and Arsanjani [18] proposed a deep learning method
based on the YoloV3 framework for discriminating between
ships and icebergs in SAR images. Dual polarized Sentinel-1
SAR images acquired over Greenland were used in this study.
The main focus of this study was on highlighting the challenges
in implementing and validating the deep learning approaches for
iceberg and ship discrimination in SAR images. It was demon-
strated that the lack of high-quality and large-scale annotated
dataset was the most prominent problem in this field, and future
studies should work in annotating suitable datasets, as well as
developing state-of-the-art algorithms. In another study on the
applications of neural networks for ship-iceberg discrimination
in SAR images, Bentes et al. [130] utilized a convolutional
neural network (CNN) model for ship-iceberg discrimination in
high-resolution SAR images acquired by TerraSAR-X StripMap
mode. In order to balance the number of the samples per class
and avoid overfitting of the model, 277 and 68 samples of ships
and icebergs, respectively, were extracted from the multi look
ground range detected SAR products. The extracted samples
were used for data augmentation and creating a balanced dataset
consisting of 600 samples. Comparing the results with those
obtained from the SVM classifier showed that the CNN was

Fig. 10. Classification of different salt march samples from SAR features for
(a) Yellow river estuary with the (b) annual mean composite VH features of
the scene, and for (c) Yangtze river estuary with the (d) annual mean SAR sum
features [134].

capable of learning more relevant features from the input images
and obtained better generalization. However, the SVM algorithm
was trained faster and with less computational effort. In addition,
Mazur et al. [121] proposed an automatic object-based method
for iceberg detection from ASAR images in the Amundsen Sea,
Antarctica, under cold temperatures and hard winds. They used
brightness and spatial parameters of the ASAR images at five
scale levels for iceberg detection and verified the results with the
Level-1B imagery from NASA’s Operation IceBridge mission
in 2011, and manual classification results.

G. Aquatic Vegetation and Coral Reef

Aquatic vegetation and coral reefs have significant ecological
functions in the marine ecosystem. They produce oxygen and
provide habitat and food for fish, crabs, and other aquatic organ-
isms. Yet, they are very vulnerable to coastal development and
water quality degradation [131]. Although most of the studies
about aquatic vegetation and coral reef mapping and monitoring
using satellite data have focused on multispectral imagery [132],
a significant correlation has been proved between the SAR
backscattering coefficient and both above-water dry biomass and
height of the plants [19]. SAR data can be utilized for mapping
coral reef and underwater plants, depending on the sea state
and acquisition quality [19], [133]. Fig. 10 demonstrates the
distribution of different salt marsh samples from SAR features
in (a) Yellow River Estuary and (b) Yangtze River Estuary [134].

Coral reef and aquatic vegetation are indirectly detectable
in SAR images due to the interaction of the water currents
with the underwater features, which modulates the sea surface
roughness and the interaction of the radar wave with the sea
surface [19], [133]. Most of the studies on aquatic vegetation
monitoring through SAR data combined field campaign data
with SAR backscattering coefficient to map above- and under-
water plants to obtain a better accuracy [135]. Various supervised
and unsupervised classification algorithms have also been used
for aquatic vegetation mapping from SAR images [19], [135].
For instance, Nair et al. [19] investigated the applicability of
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RISAT-1 SAR images for coral reefs mapping in Andaman and
Lakshadweep Islands in the Indian Ocean. Preprocessing steps,
including the land mask and speckle filtering, were applied to
the dual-polarized georeferenced RISAT-1 SAR images. Finally,
the ISODATA unsupervised classification algorithm was used
for classification and delineating the coral reef areas. Moreover,
Costa et al. [136] combined SAR images and field measurements
to estimate biomass changes and mapping aquatic vegetation in
the lower Brazilian Amazon. The correlation between the radar
backscatter and both above-water dry biomass and the height of
the plants were subsequently analyzed. A logarithmic correla-
tion was detected between the backscattering coefficients and
multiple biophysical properties of aquatic vegetations. SAR im-
ages from RADARSAT-1 (C-band) and JERS-1 (L-band) were
used in this study and the results demonstrated that the C- and
L-band SAR images could accurately map aquatic vegetation in
the Amazon floodplain. Moreover, Tsyganskaya et al. [137] con-
ducted a thorough review on SAR-based detection of the flooded
vegetation. They have analyzed the relevant publications from
Web of Science search engine between 1 January 1985 and 26
July 2016. After applying different filters on the Web of Science
publications, 128 articles were selected for further analysis. The
interaction between the SAR signal and flooded vegetation, as
well as the sensor characteristics, environmental parameters, and
processing techniques were discussed. It has been concluded that
there is a growing demand for unsupervised and computationally
efficient methods for flooded vegetation studies.

H. Ship Detection

Ship detection is one of the main tasks for maritime surveil-
lance and security. Ship detection is required for border control,
monitoring ocean pollution, safe navigation, and rescue opera-
tions [12], [138]. There are several different techniques for ship
detection, each of which has its advantages and disadvantages.
Due to their unique capabilities, day and night and almost
all-weather data acquisition, SAR images are effective sources
for ship detection in the ocean [12], [138].

Multiple studies have focused on wake detection to predict
the ship’s location [139]. However, ship wakes would be in-
visible from some look angles of the radar, and sea clutter
might complicate the wake detection procedure. Therefore, the
majority of the researchers have focused on ship detection rather
than wake detection [12]. During calm weather conditions (i.e.,
low wind speed), the ocean surface reflects the majority of the
received radar signal in the opposite direction and, thus, the
ocean surface appears very dark on the SAR image. However,
the double-bounce backscattering mechanism from the ship’s
body causes a strong backscattered signal and appears as bright
targets in the SAR image. On the other hand, high wind speed
and cluttered ocean surfaces brighten the whole SAR image and
make the ship detection procedure challenging. This becomes
more serious for small ship detection because large waves also
cause double-bounce backscattering [12]. Fig. 11 illustrates sev-
eral marine vessels on a calm water surface, which are detectable
in the HV polarization of the ALOS-1 SAR image.

Fig. 11. Examples of the different ships (i.e., bulk carriers, general cargos,
containers, other cargos, fishing, tankers, and other ships), as well as the common
false alarms for ship detection applications in SAR images [140].

Conventionally, constant false alarm rate (CFAR) methods
have been used for ship detection in SAR data [141]. CFAR
methods adapt a threshold in the detection window, considering
the statistical distribution of the signal on the ocean surface to
achieve a given probability of false alarm [12], [141]. Despite the
simplicity of the CFAR methods, their detection ability dramati-
cally decreases on cluttered ocean surfaces [12]. Many other al-
gorithms, including wavelet-based methods [142], polarization-
based algorithms [143], neural network [144], [145], [146],
[147], and human visual attention system-based methods [12],
have also been developed for ship detection using SAR images.
The accuracy of these methods mainly depends on the contrast
between bright targets and dark backgrounds.

Amoon et al. [12] proposed human visual attention system-
based models for ship detection in SAR images, and compared
their results with those of the CFAR method. They indicated that
the human visual attention system always focuses on the most
prominent objects, and since the ships are prominent objects in
dark SAR images of the oceans, they could be easily identified
by their proposed models. Furthermore, Fan et al. [144] designed
a segmentation method based on a pixel-wise CNN (i.e., U-Net)
for ship detection in compact polarimetric SAR images. In their
proposed model, several convolutional down-sampling layers
were utilized for feature extraction, and later, up-sampling layers
used deep semantic and shallow high-resolution features to
classify the images in three semantic classes (i.e., Ship, Land,
and Sea). Quad polarization SAR images acquired by Gaofen-
3 were used to simulate compact polarimetric SAR images.
The proposed method was compared with the standard CFAR
and Faster Region-based CNN, and it was observed that their
method was more effective, especially in reducing the impact
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Fig. 12. Example of oil spill on RADARSAT-2 images [158].

of the ocean clutter and SAR ambiguities. Guo et al. [148]
also proposed a new model for ship detection in SAR images,
called CenterNet++. In this model, a feature refinement module
was employed to extract multiscale contextual information to
solve the problem of small ship detection in SAR images.
Later, a feature pyramids fusion module was utilized to create
more powerful semantic features. Finally, a head enhancement
module was used to create a balance between the foreground
and background to address the problem of the complex back-
ground. The proposed model was tested on three datasets (i.e.,
AIR-SARShip, SSDD, and SAR-Ship) and demonstrated high
performance.

I. Ocean Oil Spill Detection

Oil pollution in the ocean is a devastating environmental
problem, therefore, immediate detection of oil spills is crucial
[149], [150]. SAR has been proved to be an effective tool for oil
spill detection and monitoring [11], [151], [152], [153], [154].
Generally, oil spills appear as dark areas on the water surface
due to the decreased surface tension and lower NRCS values
compared to the surrounding water. Various oil spill detection
techniques, such as statistical analysis [155] and classification
algorithms [152], [156], [157], [158], have been developed for
oils spill detection in SAR images. It has also been reported
that the wind speed and SAR imaging incidence angles should
be considered for accurate oil spill detection using SAR im-
ages [153].

The major problem for oil spill detection using SAR data
is other lookalike natural phenomena (e.g., biogenic slicks,
upwelling, low wind areas, rain cells, shear zones, and internal
waves). In fact, these phenomena also appear dark on the water
surface in SAR images [158]. Most of the oil spill detection
methods using SAR data have focused on discriminating be-
tween the oil spill and other similar targets. For instance, the
shape and position of the dark area can be used for this purpose
(e.g., narrow oil spill behind the ships) [159]. Moreover, polari-
metric features [152], [156], [157], [160] and standard deviation
of co-polarized phase difference [151] have been proved to be

useful for oil spill detection. Fig. 12 shows an example of the
oil spill acquired by RADARSAT-2.

Song et al. [158] demonstrated the superiority of combining
multiple polarimetric features of the PolSAR data along with the
optimized wavelet neural network (WNN) classifier for ocean oil
spill detection. This study used the Jeffreys–Matusita distance
to select optimal features for distinguishing different objects,
including clearwater, drilling ring, ships, and ship wakes, from
the ocean oil spill. Finally, SPAN (backscattered energy), H
(polarization entropy), µ (conformity coefficient), P (degree
of polarization), and ᾱ (mean scattering angle) were selected
as the best SAR features to be used within the optimized
WNN classifier. Two fully polarimetric SAR images acquired
by RADARSAT-2 in fine quad-polarization imaging mode over
the Gulf of Mexico were used to evaluate the performance of
the proposed methodology. The results of the optimized WNN
were compared with unoptimized WNN outputs, and it was ob-
served that the optimized WNN could improve the classification
accuracy, regardless of the input features. Conceição et al. [161]
compared two methods for oil spill detection in Sentinel-1 SAR
images. The Random Forest classifier was employed in the first
model to classify the SAR images into seven semantic classes,
including oil spills, biological films, rain cells, low wind regions,
clean sea surface, ships, and terrain. The second model was an
oil detector of SAR images called the Radar Image Oil Spill
Seeker, which was used to distinguish oil from other targets.
The results demonstrated the importance of dataset biases and
optimized feature sets for oil spill detection in SAR images.
Shaban et al. [162] also proposed a two-stage deep learning
framework for oil spill detection in SAR images with a special
focus on highly unbalanced datasets. In the first stage, a 23-
layer CNN model was employed to classify the patches based
on the distribution and percentage of the oil-covered pixels,
and in the second stage, a 5-level U-Net was developed for
semantic segmentation of the patches which were selected in
the first stage. Despite the improved overall performance, the
proposed methodology neglected the patches with insignificant
oil-covered pixels.

J. Ocean Tide

Gravitational forces of the moon and sun, as well as the Earth’s
rotation, cause a regular rise and fall in the sea level, referred
to as ocean tides [163]. Ocean tides can affect water circula-
tion, ocean currents, marine life, and coastal human activities
[164]. Moreover, many small marine organisms, including crabs,
snails, and seaweeds, live in tidal zones. The fish concentration
also depends on the tidal currents, and the fishery industry uses
tidal information for a more efficient fishery [165]. In addition,
since the tides affect the sea level in coastal areas, ships should
consider them for safe navigation, especially in shallow coastal
waters [166]. Ocean tides are also significant for construction
projects in coastal areas, and engineers use tidal information.
Moreover, tidal currents can play an important role in mixing
coastal pollutants with ocean water. Finally, coastal energy can
be harvested by installing tidal powerhouses in tidal zones as an
immense renewable energy source [167], [168].
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Due to the importance of ocean tides, SAR has been utilized
for ocean tide studies. For example, InSAR techniques are
capable of extracting sea surface parameters with a relatively
high resolution and are the most frequently used SAR methods
for tidal studies [22], [169]. In addition, waterline, which is
an important parameter for tidal studies, can be extracted from
SAR data using advanced edge detection methods between the
flat tidal zones and rough sea surface [170]. Moreover, phase
information in complex-valued SAR data can be utilized for tidal
information extraction through analyzing Doppler measurement
and signal processing techniques [169]. Fig. 13 shows the em-
pirical displacement maps showing tide-deflection ratio [171].

Many studies have investigated the potential of SAR systems
for tidal studies. For example, Han and Lee [164] estimated the
tidal deflection of Campbell Glacier Tongue using 120 Double-
Differential Interferometric SAR (DDInSAR) images from 16
COSMO-SkyMed one-day tandem DInSAR pair images. A
pixel-based linear regression model between the DDInSAR-
derived tidal deflection and the tidal variation predicted by
various tide models was employed to generate the tide deflection
ratio map. The results demonstrated the necessity of continuous
acquisition of COSMO-SkyMed one-day tandem DInSAR pairs
and their importance for investigating the tidal deflection of
fast-flowing glaciers as well as the reliability of the DDInSAR
technique for ocean tidal studies. Moreover, Baek and Shum
[172] investigated the application of the DInSAR technique
with ERS-1/2 tandem data for estimating the tidal constituents
underneath the Sulzberger ice shelf, West Antarctica. The InSAR
data were corrected for the effects of the atmospheric loading
and the tidal constituents were calculated through differentiating
the corrected InSAR data. The results were compared with
the tidal constituents from a contemporary regional tide model
(CATS2008a) and a global tide model (TPXO7.1). The results
illustrated the feasibility of estimating tidal constituents from
ERS-1/2 SAR observations through the DInSAR technique. Fur-
thermore, Ferreira et al. [169] utilized the ATI-SAR technique
for mapping the surface tidal currents and assessment of its tidal
energy resources. Different conditions of ATI-SAR imaging
scenarios, considering environmental conditions and sensor
parameters, were simulated. The results from the ATI-SAR
simulations were compared with in situ measurements. It was
observed that SAR data and the ATI-SAR technique had a
high potential for estimating tidal currents and evaluating their
energy resources. This study demonstrated the importance
of the ATI-SAR technique for tidal power site assessment
and its suitability for identifying potential ocean tidal current
energy sites.

K. Eddies

An eddy is a circular current of water. Oceanic eddies are im-
portant elements of ocean dynamics and play an important role
in oceanographic studies. They determine the horizontal mixing
of the ocean and influence the biological organisms, distribution
of organics, pollution expanding, and the transportation of heat
and salt in the ocean [16], [21], [173]. Consequently, studying
eddies and their features has always been of interest.

Fig. 13. Empirical displacement maps showing the tide deflection ratio in (a)
McMurdo Ice shelf and (b) Darwin Glacier. Tide-model locations and reference
points are shown with the white crosses. White contours delineate areas of
constant vertical displacement [171].

SAR imagery can be efficiently employed for eddies detection
and also retrieval of their different parameters, such as rotation
direction, horizontal dimensions, spiraling order, eddy asym-
metry, and location of surface convergences [16], [174]. The
main reason why oceanic eddies become visible in SAR images
is that they change the water surface roughness. Generally,
they appear in SAR images due to two main mechanisms: the
first mechanism is the accumulation of surfactants and surface
films in convergent regions where they reduce the sea surface
roughness, and the second mechanism is the interaction of
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Fig. 14. Tow examples of eddies on ALOS PALSAR VV-polarized backscat-
tering coefficient images, illustrating (a) black, and (b) white eddies [177].

the waves and currents of the ocean [175]. Wind speed is the
most important parameter for the main mechanism of oceanic
eddies in SAR images [175]. Surface films’ accumulation is
the main mechanism in low and moderate wind speeds, and
eddies usually appear as dark spiral flows. However, surfactant
films are disrupted by the wind in higher wind speeds, and the
oceanic eddies manifest in SAR images because of the wave
and currents interaction and appear as bright curved lines [175].
Fig. 14 demonstrates two examples of eddies on ALOS PALSAR
VV-polarized backscattering coefficient images [177].

Du et al. [174] studied the dynamic changes of the ocean ed-
dies caused by complicated ocean environments in SAR images.
The proposed method was based on the adaptive weighted multi-
feature fusion. This algorithm utilized texture, shape, and corner
features extracted from the global gray level co-occurrence
matrix, detailed Fourier Descriptor, and local salient Harris
features, respectively. A multiple kernel learning (MKL) was
used for adaptive weighted feature fusion and, finally, an SVM
classifier with a combined kernel function was trained for eddy
recognition in SAR images. Kozlov et al. [16] also utilized
multimission spaceborne SAR images (C-band SAR images
from Envisat ASAR and Sentinel-1 SAR-C instruments, and
L-band SAR images from ALOS-2 PALSAR-2) over the open
ocean and in the marginal ice zones to estimate eddy char-
acteristics in the Western Arctic Ocean. In total, 7749 SAR
manifestation of eddies, including 4078 eddies in the open ocean
and 3671 eddies in the marginal ice zone and near ice edges,
were manually identified through visual inspection of the SAR
images at full resolution and exploring different eddy signatures
of SAR images. Finally, various inspections were carried out
on the results to analyze the eddies’ properties of the Western
Arctic Ocean. In addition, Karimova and Gade [178] used 1250
SAR images acquired by the Envisat ASAR instrument between
2009 and 2011 over the Baltic Sea to investigate spatio-temporal
distribution of submesoscale eddies. Considering the importance
of near-surface wind speed for eddies detection in SAR images,
wind data from a numerical model was also utilized to enhance
the results. Various environmental parameters, including the sea
surface temperature, surface currents, and near-surface wind
speed, were also analyzed in the regions that eddies were identi-
fied to determine the correlation between these parameters and
eddies in the Baltic Sea.

L. Bathymetry

Due to the increasing trend in offshore construction activities,
the demand for bathymetry and the topography map of the
seafloor has considerably increased in the recent years. Although
the microwave signal cannot significantly penetrate the water
body, SAR is capable of indirectly retrieving bathymetry in-
formation through the variations in the small-scale sea surface
roughness caused by the shallow sea floor topography [133],
[179].

Changes in underwater topography modulate the surface flow,
which results in surface wave spectrum variations [179]. Under-
water topography and bathymetry techniques from SAR data
are based on these surface wave spectrum variations and wave
characteristics [133]. The FFT-based methods are the most com-
mon approaches for computing directional wave spectra and re-
trieving the water depth by solving the linear dispersion relation
from SAR images [133], [179]. Moreover, swell patterns and the
scattering mechanism have also been used for this purpose [180].
For example, Pereira et al. [179] have explored the open-access
Sentinel-1 SAR data to estimate nearshore bathymetry using
the FFT. This study examined the sensitivity of the estimation
of wave characteristics to input parameters, as well as the appli-
cations of multitemporal sentinel-1 data for bathymetric studies.
The performance of the algorithm was verified through testing
with both simulated and real SAR images. The resulting map of
the wave characteristics was utilized to generate the bathymetry
information through the linear wave theory. Furthermore,
Bian et al. [8] employed numerical simulations on four Sentinel-
1 SAR images and quantified the sensitivity of the bathymetry
results to different initial input parameters, such as wavelength,
swell period, and initial water depth. SAR images of different
spaceborne missions, including ALOS-2 with L-band, GF-3,
RADARSAT-2 and Sentinel-1 with C-band, and TerraSAR-X
and COSMO-SkyMed with X-band frequencies, were utilized to
calculate the minimum and maximum detectable shallow water
depth ranges. The results demonstrated the suitability of linear
dispersion relation for estimating coastal bathymetry from SAR
satellite imagery. In addition, the sensitivity of the estimated
water depth analyses showed that the water depth is the most
important parameter in this regard and the TerraSAR-X satellite
had the highest water depth detection range. Moreover, Wiehle
and Pleskachevsky [181] used TerraSAR-X and Sentinel-1 data
to derive bathymetry in coastal sea with the shoaling effect.
According to the shoaling effect, the wavelength and height
of the waves change while passing the underlying topography.
They developed an automatic algorithm to retrieve the peak
wavelengths of the long swell waves in SAR images and to
calculate the bathymetry based on the shoaling effect. Fig. 15
illustrates their retrieved bathymetry using the TerraSAR-X
StripMap scene acquired on March 31, 2010 around the Channel
Island of Jersey.

M. Other Applications

In addition to the above-mentioned SAR applications in the
ocean, many other oceanographic parameters can be derived
from SAR data. For instance, polar mesoscale cyclones and
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Fig. 15. Bathymetry map retrieved from the TerraSAR-X StripMap scene
acquired on March 31, 2010 around the channel island of Jersey through the
algorithm presented in [181].

tropical hurricanes can be monitored using SAR images [182],
[183]. In this regard, Zhang et al. [182] used 75 RADARSAT-2
ScanSAR images, acquired between 2008 and 2017, to extract
the tropical cyclone centers, the radius of maximum winds,
intensities, and the azimuthal wave-number one asymmetric
surface wind structures. The authors used cross-polarized (VH)
SAR images in their study because co-polarized (HH and VV)
channels of the SAR images are usually saturated in high winds
and are not suitable for monitoring high wind phenomena. Fur-
thermore, a high wind speed hurricane retrieval model [184] was
utilized for wind speed and hurricane retrieval. Finally, quantita-
tive analyses on the symmetric mean flow and the asymmetries
of azimuthal wave-number one in the surface wind fields were
carried out.

Forecasting disasters for early warning purposes is another
useful application of SAR imagery [185], [186]. In this regard,
Chen et al. [186] proposed a damage index to discriminate urban
patches with various damage levels after earthquake and tsunami
events in the Kawauchi Campus of Tohoku University, Sendai,
Japan, using full polarimetric SAR images,. Co-polarized co-
herence in the rotation domain along the radar line of sight in
multitemporal ALOS-PALSAR PolSAR data was used in the
proposed damage index.

Coastline monitoring, especially in sensitive environments
such as river deltas, is essential for understanding coastal envi-
ronments and climate change, which can effectively be investi-
gated using SAR imagery [187], [188]. In this regard, Zhe et al.
[188] used multisource, multitemporal, and multiband optical
and SAR images to detect dynamic changes of the coastline
in the Yellow River delta, northeast of Shandong Province,
China, between 1980 and 2020. Various spaceborne optical
(Landsat-3, −5, −8), and SAR (Envisat-ASAR, Sentinel-1, and
GaoFen-3) images were integrated in this study for coastline
change mapping. The morphological operation was applied to
the pre-processed SAR images to extract the coastline. Finally,
GPS-RTK measurements were used for validation of the results.

Narrow water channels, ships passage, sea ice drift, and arch
evolution can also be monitored using SAR imagery [189].

For example, Shokr et al. [189] utilized daily Sentinel-1 SAR
images to monitor sea ice drift and arch evolution in the Robeson
channel between Greenland and Ellesmere Island in the Arctic.
Two mechanisms were investigated in this study. First, the drift
speed and direction of individual ice floes were conducted by
manual tracking for 39 ice floes. The tracked information was
justified by the wind reanalysis data or other factors, such as
ocean current, surrounding ice concentration, and tidal forces.
Second, the development of the ice arch at the Robeson channel’s
inlet until its maturity was monitored. Despite being laborious,
the manual approach resulted in a satisfactory accuracy.

Internal solitary waves are nonlinear and nonhydrostatic grav-
ity waves that usually form as a result of the interaction between
the barotropic tide and steep bottom bathymetry, and propagate
along with the density layers of the ocean. Internal solitary waves
can have an important role in various oceanographic phenomena
and SAR images are very useful to study and monitor them
[190]. For instance, Magalhaes et al. [190] used a collection of
32 Sentinel-1 SAR images to study the 2-D horizontal structure
of the internal solitary waves between two large submarine
canyons on the Western Iberian shelf. In this study, the suitability
of SAR data for detecting the potential areas for wave–wave
interactions was evaluated. In addition, the energy proxies of the
internal solitary waves in the wave–wave interaction fields on
the SAR images were compared with the nominal noninteracting
background.

Seafood has always been an important source of food for
humans, especially in coastal areas. Accurate and real-time
information about the location and number of fishes can enhance
fishery activities. Moreover, precise legislation and monitoring
strategies are necessary to protect sea life and restrain over-
fishing. SAR systems provide valuable datasets for monitoring
fishery activities. For example, Galdelli et al. [191] integrated
Sentinel-1 SAR images with the automatic identification system
(AIS) data to identify suspicious behaviors and monitor fishing
activities. A searching method using the unidentified maritime
objects algorithm was used along the Sentinel-1 SAR images
to detect the ships. The detected ships were then applied to
automatically fill the data gaps in the AIS due to nonreported
ship positions that could be because of the technical problems or
intentional hiding of the position for illegal activities, including
illegal fishing. Moreover, Takasaki et al. [192] combined SAR
images and nighttime visible images from the visible infrared
imaging radiometer suite data for monitoring fishery activities
on the Yamato-Ridge and surrounding areas in the Japan Sea.
Combining these two data sources compensated the defects of
the SAR images due to not observing small wooden boats in
ScanSAR mode, as well as the deficiency of visible/infrared
images because of relying on the fishing lights to observe the
ships. A matching procedure between the detected ships on both
data sources was performed to identify the types of ships (i.e.,
steel ship with fishing light, wooden ship with fishing light, steel
pair-trawler ship with no light, and others).

Finally, many researchers have studied many other oceano-
graphic phenomena using SAR imagery. These include but not
limited to sandbanks and shellfish stocks in the sea [193], rain-
falls and other atmospheric boundary layer phenomena [194],
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TABLE II
ADVANTAGES AND DISADVANTAGES OF SAR SYSTEMS FOR OCEANOGRAPHIC

APPLICATIONS

ship velocity estimation [195], refugee monitoring [196], chloro-
phyll content [197], oil and gas reserves [198], salinity [199],
microplastic pollution detection [200], turbidity and ocean color
[197], and submarine detection [201], [202].

V. ADVANTAGES AND DISADVANTAGES

A. General Point of View

SAR systems are capable of acquiring very rich EO data
with different characteristics, regardless of the weather and
sunlight conditions. These capabilities make SAR systems an
ideal tool for ocean studies. However, interpreting SAR images
is usually not straightforward. For instance, speckle noise in the
SAR images, as well as various effects, such as foreshortening
or shadowing, make the processing and interpretation of SAR
images relatively challenging. Table II summarizes the main
advantages and disadvantages of SAR systems for ocean studies.
More details are also provided in the following.

1) SAR systems are almost independent of the weather condi-
tion, cloud cover, and solar illumination [203]. Contrary
to optical sensors that rely on the solar illumination for
imaging, SAR sensors are active and transmit EM waves
and receive the backscattered energy. Furthermore, the

longer wavelength of the SAR systems enables them to
pass through the thick clouds and acquire data in cloudy
conditions [203].

2) Recent advances in SAR systems have provided very
high-resolution SAR images with different data acqui-
sition modes. Some of the advanced SAR systems can
provide meter-level spatial resolutions [204], [205] and
many different imaging modes that each can be used for a
specific oceanographic application [205].

3) SAR images over oceans can be acquired in low-, moder-
ate, and high-wind speed conditions, and as discussed in
Section IV-A, different characteristics of the wind can be
retrieved from SAR images [206].

4) With different imaging modes, SAR systems provide wide
spatial coverage, which is an advantage for large-scale
ocean studies [207], [208], [209].

5) SAR images can be acquired in different frequencies and
polarizations. There are many different characteristics as-
sociated with each of these frequencies and polarizations
that make them more suitable and informative for a spe-
cific application [210], [211].

6) Due to the higher wavelength of the microwave signals,
SAR can penetrate into shallow water, snow, ground [212],
[213]. Depth of the penetration depends on both the
sensor characteristics (e.g., incident angle, and imaging
frequency) and physical characteristics of the target (e.g.,
moisture, and turbidity) [212], [213].

7) SAR images are capable of providing a wide range of
information about the imaging surface or object, including
physical (e.g., dielectric constant, surface roughness, etc.),
chemical (e.g., moisture content, etc.), and geometrical
(e.g., shape, cross section, etc.) properties [31].In addition
to the above-mentioned advantages, SAR systems can
efficiently be used for many near-real-time applications,
they are sensitive to small roughness changes on the ocean
surface, and provide image-based measurements which
make them suitable for various oceanographic applica-
tions.

Despite many advantages of SAR systems for ocean ap-
plications, there are also several challenges which are briefly
discussed as follows.

1) The complexity of SAR images has made the interpre-
tation of SAR images very challenging. As a result, ad-
vanced machine learning and data mining algorithms are
sometimes required for SAR data processing [214], [215],
[216].

2) SAR data requires advanced pre-processing steps for SAR
image formation (i.e., SAR data focusing) [217] and SAR
image enhancement [218], [219], before being used in
advanced data processing algorithms.

3) Due to the coherent imaging mechanism, SAR images
suffer from multiplicative speckle noise effect. Speckle
in SAR images makes image processing and understand-
ing more challenging. Thus, speckle reduction filters are
necessary for many applications [206], [220].

4) Some geometric features of SAR systems cause geo-
metric distortions (including foreshortening, layover, and
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shadow) that can be problematic for different applications
[145], [221].

5) SAR is a side-looking system and oblique SAR imaging
creates complicated geometric and radiometric properties
for SAR data [222]. Oblique SAR images are most prob-
lematic for image fusion with nonoblique optical images
[222].

6) Due to the side-looking geometry, SAR backscattered
signals considerably depend on the incidence angle of the
system. The incidence angle dependency affects the clas-
sification results, especially sea ice detection and classifi-
cation. The normalization techniques have been suggested
in some literature to reduce this effect [223], [224], [225].

7) SAR images contain both amplitude and phase informa-
tion and naturally are in complex domain. However, most
of the developed data processing and machine learning
algorithms are designed for real-valued data, and are not
compatible with complex-valued SAR images. Thus, the
phase component of SAR images has been neglected
in many applications, which resulted in losing a lot of
informative data. In recent years, a few studies suggested
complex-valued methods which exploited both the am-
plitude and phase information of SAR images. However,
much more studies in this field are necessary [226], [227],
[228], [229], [230].

8) Relatively long revisit time of spaceborne SAR satellites
limit the continues monitoring of some oceanographic
phenomena, such as oil spills [31]. In addition to the above-
mentioned limitations of SAR systems, other factors, such
as the indirect measurement of various phenomena from
SAR images in oceans, make SAR data processing more
challenging.

A. Application-Based Point of View

Table III summarizes the application-based advantages and
disadvantages of SAR systems for the ocean. More details of
these advantages and limitations are provided below.

For instance, the strong modulation of the Doppler with re-
spect to the wind direction and the relationship between the wind
waves and the Doppler from SAR data enables the surface wind
vector retrieval from SAR data [231]. Although scatterometers
are proved to be very powerful tools for wind measurements, the
ability of SAR imagery systems to acquire cross-polarized data
has attracted many interests. Generally, the cross-polarization
signal has a high sensitivity to the wind effects on the ocean
surface and has inspired to add the cross-polarized channel to the
next generation scatterometers, such as Metop-Second Genera-
tion mission [231], [232]. Moreover, SAR systems provide wind
data with higher spatial resolutions compared to scatterometers.
However, unlike the scatterometers, SAR systems only have
one antenna (i.e., one measurement), which restricts the inverse
problem in scatterometry approaches for wind retrieval [231].

Considering the ocean surface current measurements, the
wave mode imagery in SAR systems is beneficial for routine
tracking of ocean swell fields [231]. However, the wave mode
SAR images get blurred due to the wave orbital velocities, which

limit the wave spectrum measurements of the short wind waves
[231]. The other advantage of SAR systems for ocean surface
current measurements is that SAR is the only satellite system
that can measure the wave heights in ice-covered areas [231].

Although SAR is not the primary system for sea height
measurement, geodetic SAR offers a relatively cost-efficient and
simple technique to connect the ocean tide gauges to the global
geometric network. However, several considerations should be
taken into account while installing the SAR transponders. These
include installing as close as possible to the tide gauges and
the permanent GNSS station, avoiding the bright background
or spurious signals from nearby structures like buildings or
the obstacles above 20° elevation shall [233]. In addition, the
number of the observations by active transponders, that are
usually used in geodetic SAR systems, is very fewer than the
current systems (e.g., GNSS observations) [123]. Therefore,
geodetic SAR cannot be used for measuring temporal coordi-
nate variations with shorter temporal resolution than a month
[233]. Furthermore, consistent spatiotemporal modelling and
correction of the SAR observations are necessary and should
be provided in geodetic SAR systems [233].

High spatial resolution and wide coverage of SAR measure-
ments are proved to be beneficial for monitoring high amplitude
and hotspots of the ocean internal waves [234]. The high am-
plitude ocean internal waves appear as dark and bright bands in
SAR images, which is relatively distinguishable [235]. However,
the damping effect of the oils and films on the surface capillary
waves can also manifest as bright and dark features in SAR
images. This increases the uncertainty of ocean internal waves
detection in SAR images [235]. Moreover, strong near-surface
winds can decrease the ability of SAR to detect the sea surface
signatures of the internal waves [234]. Moreover, most of the
proposed approaches for internal wave detection on SAR images
require human expert supervision and involve a lot of manual
work. Automation is necessary for the practical applications of
these approaches [235]. In this regard, numerical modelling can
be utilized for automation. The required input parameters, such
as the frequency, amplitude, depth, latitude and longitude, can
also be extracted from the SAR images [98].

Several characteristics of sea ice, including ice coverage,
thickness, ice charts, ice surface roughness, shape and orienta-
tion, snow cover, and wetness, can directly/indirectly be derived
from SAR images [106]. Although SAR systems provide a
pan-Arctic view of the deformation features of the sea ice, they
are limited to deformation length scales of typically more than
1 km and with a monthly timescale [231]. Moreover, although
near-instantaneous (subhourly) surface displacements of the sea
ice can be measured by the Doppler analysis of the SAR images,
the measurement is limited to one component of the ice drift
due to the sparse sampling [231], [236]. Another challenge of
sea ice studies with SAR images is that the backscattering from
water and some ice types can be close or lower than the noise
equivalent sigma zero, which complicates the interpretation of
the SAR image [237]. In addition, the backscattered signal from
the water can be affected by the incidence angle, wave and
wind conditions, which introduces more challenges to the sea ice
studies with SAR images [237]. Moreover, imaging geometry,



9126 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 16, 2023

TABLE III
SUMMARY AND POINT-WISE ADVANTAGES AND DISADVANTAGES OF SAR SYSTEMS FOR DIFFERENT OCEANOGRAPHIC APPLICATIONS



ASIYABI et al.: SAR FOR OCEAN: A REVIEW 9127

TABLE III
(CONTINUE)

speckle noise, blurring edges, and the strong anisotropy in SAR
imagery make sea ice monitoring more difficult [116].

The pan-Arctic view of the SAR imagery systems is also very
useful for iceberg studies [128], [231]. However, iceberg de-
tection using SAR images is not straightforward because many
other features in the SAR image, including ships, very wavy
water surface, and snow-covered islands could produce similar
backscattering signatures and can be misclassified as iceberg or
vice versa [128]. Polarimetric SAR images are proved to increase
the detection accuracy of icebergs [238], but the availability and
spatial coverage of polarimetric SAR are not usually sufficient to
adequately study the icebergs [128]. Moreover, icebergs have a
broad range of variability in size, texture, and shape, due to the
environmental conditions. This creates diverse backscattering
signatures for icebergs and complicates the detection procedure
on SAR images [128], [239].

The main advantage of SAR systems for above/under water
vegetation studies is the penetration capability of SAR signals
into the vegetation canopy and water to some extend [137].
Optical and LiDAR data are the most frequently used satellite
data for aquatic vegetation studies [132], [240]; however, SAR
systems are also proved to be very useful for deriving informa-
tion about the plant structure and physical properties, especially
over shallow waters [241]. Moreover, the ability of SAR systems
to detect underwater topography, due to the sea surface rough-
ness variations, is helpful for underwater vegetation monitoring
[19]. However, the detectability of above/under water vegetation
on SAR images is heavily influenced by the incident angle
[137]. The undesirable speckle effect of SAR images is another
limiting factor which decreases the aquatic vegetation classifica-
tion accuracy in SAR images [137]. Finally, the backscattering
signature of the above-water vegetation can be very similar to



9128 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 16, 2023

the backscattering from urban and bare soil areas, which might
result in misclassification in coastal areas [137].

Due to the double-bounce backscattering mechanism from
ships, they appear as bright targets in the SAR images and, thus,
are very distinguishable from the dark surrounding water surface
[242]. However, several conditions make the ship detection task
more challenging. For instance, ships have a broad diversity in
structure, scale, and shape, and the lack of detailed information
make the detection inefficient and less effective [243]. Further-
more, the inherent speckle effect in SAR images, as well as
the water surface clutter, and the complex inshore backgrounds
make the ship detection more difficult [242], [243], [244]. Target
defocusing and the sidelobes in the strong backscattering from
the ships in SAR images is another problem in ship detection,
especially from high-resolution SAR images [244]. Moreover,
in the case of state-of-the-art SAR systems with high spatial
resolution, the reduced scatterers per resolution cell lead to the
increase of the measurability of the backscattering responses
from distinct ground features. As a result, high-resolution SAR
images from complex ocean areas have heavily-tailed and/or
bimodal histograms. This means that the typical distributions
used in conventional ship detection methods (e.g., CFAR) will
not be able to model the SAR image and effectively detect the
targets [242].

SAR is a suitable system for oil spill detection. This is because
oil dampens the surface capillary waves of the ocean and appear
as dark areas in SAR images [245]. Oil spill lookalikes, such
as biogenic surface films, have a similar effect on SAR images
and appear as darker areas than the surrounding water surface
on SAR images [11]. As a result of the dampened capillary
waves, the backscattering signature from the oil-covered areas is
different. Consequently, polarimetric SAR systems are capable
of discriminating between the oil spill and oil lookalikes in
many cases. However, it should be noted that the swath width
on polarimetric SAR systems is narrow, which is a disadvantage
for practical oil spill monitoring exercises. In addition, using the
polarimetric SAR will increase the operational cost and is not
always practical [11], [245]. Oil films on the ocean surface can be
affected by various complex physical, chemical, and biological
processes and interact with the ocean environment. Therefore,
several continuous changes could occur and diverse behavior
can be expected from the mineral oil films in SAR images
[11]. However, the diverse oil thickness and oil condition on
the ocean surface creates a more inhomogeneous backscattering
mechanism than the oil lookalikes. In this regard, statistical
analysis of the backscattering mechanism can be employed
for differentiating between the oil spill and its lookalikes [11].
Furthermore, the backscattering power, received to the sensor
from oil-covered areas is often very low (i.e., near or even lower
than the noise level of the instrument). Consequently, the calcu-
lated parameters are often contaminated by the instrument noise,
which restricts the operational oil spill monitoring activities with
SAR systems [11].

SAR systems are valuable for tidal wave monitoring. This is
because they are sensitive to the surface roughness of the ocean.
Tidal waves modulate the surface roughness of the ocean and

can appear as vertical or horizontal stripes on SAR images [246],
[247]. In addition, the phase difference in SAR images due to the
tidal wave propagation is useful for tidal monitoring [248]. How-
ever, several additional phenomena, such as winds, currents, and
underwater topography, also modulate the surface roughness
and appear in SAR images. These consequently complicate the
discrimination between different phenomena in SAR images
[248]. Furthermore, the long revisit time of the available SAR
satellites restricts the operational tidal flat monitoring practices
in a relatively short time [248]. Moreover, edge detection, which
is an essential processing step for waterline extraction in tidal
flat monitoring, is complicated in SAR images due to the speckle
noise [248].

The wide range and high geometric resolution of SAR sys-
tems are very valuable for mesoscale eddy observation [249].
The shear flow at the edge of the eddy modulates the surface
roughness and can be detected in SAR images as bright or
dark lines [249], [250]. Due to the warm-core nature of the
hurricanes, the peak winds are at the lower level and strongly
interact with the ocean surface and result in vertical wind shears
and turbulent eddies that can be detected on SAR images [251].
In addition, the large coverage of the SAR systems and the
long-time archive of these data provide the opportunity to study
the long term impacts of the eddies on the environment [251].
However, monitoring eddies with SAR systems have several
limitations. For example, the shear flow has an insignificant
effect on the surface roughness [249]. Moreover, the surface
roughness, which is measured in SAR images and is used for
eddies detection, is very sensitive to the wind condition. In fact,
strong wind conditions disrupt the effect of the shear flow on
the ocean surface and complicate the eddies detection from
SAR images [249], [250]. Moreover, most mesoscale eddies are
tens of kilometers in size, and often SAR images do not cover
the whole eddy [249]. Finally, manual work is still necessary
for eddy detection algorithms from SAR images. This shows
the importance of developing more automated algorithms for
practical projects in future [249].

Although multispectral and hyperspectral imaging systems
are frequently used for depth estimation in the water areas,
SAR systems provide unique information for bathymetry mea-
surements. In contrast to the optical systems, SAR indirectly
measures the bathymetry and, as a result, can provide a potential
solution for turbid aquatic environments [252]. Furthermore,
SAR systems measure the relative bathymetry, rather than the
absolute depth and are suitable for fast-changing bathymetries
[252]. Moreover, the wavelength and wave direction of the ocean
surface, which can be extracted from SAR images, are useful
for the linear dispersion relation for water depth estimation
[179]. However, due to the inherent uncertainties, bathymetry
measurements from SAR are not reliable enough to be utilized
in practical operations in comparison to other RS technologies.
In fact, SAR measurements can be used for feature detection
under shallow waters only in favorable environmental conditions
[252]. Furthermore, ancillary information, such as tidal currents
and wind conditions, are necessary for practical SAR bathymetry
measurements [252].
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Fig. 16. Annual trend of the number of journal and conference papers published about SAR applications in the ocean.

VI. PATTERN OF PUBLICATION

In total, 5761 journal and conference papers (52.6% and
47.4%, respectively), published from 1973 to the end of De-
cember 2022, were investigated to present the pattern of pub-
lications about SAR applications in the ocean. In this section,
the publication database preparation is explained, and then the
annual publication trend, keywords analysis, and top journals
and conferences are discussed. This section aims to provide
concise and practical descriptions, which can be beneficial to
interested readers to find the most relevant information on
the SAR applications in the ocean. In addition, the extracted
documents were examined to select suitable papers, providing
a good overview for each ocean application using recent and
highly cited papers.

A. Database Preparation

The documents for this review were gathered by a system-
atic literature search within the well-known database of El-
sevier Scopus. In this regard, three terms of “Ocean∗” and
“Synthetic Aperture Radar” or “SAR” were used to perform
title/keyword/abstract query to determine English journal and
conference papers from 1973 to the end of December 2022.
Consistent standards for inclusion of both journal and confer-
ence documents, as well as covering a broader range of inclu-
sion, were the reasons to use Scopus for database preparation
[253]. The systematic search resulted in the selection of 5877
documents. Afterward, the journal and conference papers were
subjected to a title/abstract screening to omit possible ineligible
papers for further analysis. The final database contained 3034
and 2727 journal (excluding review papers) and conference
papers, respectively.

B. Annual Publication Trend

The yearly publication of the relevant documents in two
groups of journal and conference papers was analyzed and pre-
sented in Fig. 16. Fig. 16 shows that the number of publications
(i.e., in both journal and conference categories) was lower than
80 papers per year until the end of 2003. Although the applica-
bility of SAR data in the ocean was in its infancy, soon after, their
place as a valuable data source was recognized by researchers.
Later, after early studies and the availability of more SAR data,
further investigations of SAR applications in the ocean attracted

many other scholars. In particular, a significant rising tendency
in using SAR data for oceanographic applications was started in
2014–2015, which could also be associated with the launch of
Sentinel-1 by the ESA, providing open-access SAR data.

C. Keyword Analysis

A word cloud visualization generated from the keywords
of the journal and conference papers is illustrated in Fig. 17.
This visualization provides an overview of SAR applications in
the ocean at a glance and also can present the most common
applications (i.e., keywords with larger fonts). As is apparent,
Synthetic Aperture Radar, RS, and Oceanography were the most
frequently used keywords in the published papers, respectively.
Furthermore, Sea Ice, Water Waves, Ocean Currents, Tides, and
Wind were other most frequently used keywords, respectively,
which also manifest the importance of these oceanographic
applications using SAR data. Likewise, different satellites, in-
cluding Sentinel-1, RADARSAT, Envisat-1, and TerraSAR-X,
that were frequently utilized are also observable in Fig. 17.

D. Journals and Conferences

Table IV provides the top ten journals in which SAR appli-
cations in the ocean were investigated. In total, 3034 papers
were published in 160 different journals. The results indicate
that the leading journals were the IEEE TRANSACTIONS ON

GEOSCIENCE AND REMOTE SENSING, Journal of Geophysical
Research: Ocean, Remote Sensing, International Journal of
Remote Sensing, and Remote Sensing of Environment, each of
which included more than 100 papers, publishing 35% of the rel-
evant papers. Likewise, Table V provides five top conferences in
which relevant papers were presented. In total, 2727 conference
papers were presented in over 200 conferences, nearly 95% of
which published less than ten papers. Based on the results, the
first three conferences with the higher number of publications
were the International Geoscience and Remote Sensing Sym-
posium IGARSS, the Proceedings of SPIE The International
Society for Optical Engineering, and the European Space
Agency Special Publication (ESA SP Conference Proceedings).

A keywords analysis was performed for each journal to in-
vestigate the three most published oceanographic applications
of SAR data in each journal (see Table VI). In this regard, the
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Fig. 17. Visualization of frequently used keywords in the published journal and conference papers about SAR applications in the ocean.

TABLE IV
TOP TEN JOURNALS THAT PUBLISHED OCEANOGRAPHIC APPLICATIONS OF SAR DATA

TABLE V
TOP FIVE CONFERENCES THAT PUBLISHED OCEANOGRAPHIC APPLICATIONS OF SAR DATA

keywords of all relevant papers in each journal were consid-
ered to determine the first three applications. This may provide
beneficial information for interested scholars to know relevant
journals with frequent applications of SAR in the ocean.

VII. CHALLENGES AND FUTURE TRENDS

Despite the remarkable enhancements and improvements that
have been made in the oceanographic studies with SAR systems,
there are still several challenges that should be addressed and
considered in the future. It is worth noting that some of the

mentioned challenges and limitations of SAR systems for dif-
ferent oceanographic applications in Section V-B could also be
considered valuable grounds for improving the performance of
SAR systems in future studies. In this section, some of these
challenges are mentioned and discussed.

Many of the oceanographic parameters, including wave, cur-
rents, and wind information, bathymetry, eddies, and tides, are
indirectly derived from SAR images. As a result, many of these
phenomena have direct/indirect effects on each other, and there
are inherent uncertainties in SAR measurements of the ocean in
comparison to other RS technologies. This in fact restricts the
operational employment of SAR-based measurements in many
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TABLE VI
TOP THREE OCEANOGRAPHIC APPLICATIONS OF SAR IN THE TOP TEN JOURNALS BASED ON THE KEYWORDS OF PUBLISHED PAPERS

oceanographic activities [10], [231], [252], [254]. Therefore, it
is expected that jointly deriving the oceanographic parameters
will help to solve this problem to an extent and is estimated to
be a future trend in this field.

Another challenge is the demand for high spatial and temporal
resolution SAR images. Although many new SAR satellites have
been launched in recent years and many more are planned to
be launched in the future (see Section III), these SAR sys-
tems have different characteristics in terms of imaging mode,
frequency, spatial resolution, polarization, and imaging geome-
try. State-of-the-art methods to combine the observations from
different sensors in order to increase the spatial and temporal
resolutions would be another development area in future studies
[231], [235]. Moreover, the multisensor observations between
old and new SAR satellites will enable the long-term analysis
of different oceanographic phenomena and their effect on the
environment [137].

Considering the massive volumes of the existing SAR data for
oceanographic applications, and the data that will be acquired
by the new systems, SAR oceanography can be defined as Big
Data. Generally, Big Data is referred to massive and complicated
datasets that are difficult to store, manage, and process with
the traditional tools [255], [256]. Consequently, utilization of
state-of-the-art and cloud-based Big Data processing tools, such
as Google Earth Engine, for SAR oceanography is considered to
be an important improvement area in this field in future studies.

Several data processing methods for deriving oceanographic
parameters from SAR images include manual work, especially
by domain-specific experts [98], [235], [239], [245], [257].
With the unprecedented amount of SAR data that has become
available in recent years, automation for SAR data analysis is
necessary. As a result, the development of completely automated
SAR processing algorithms for oceanographic parameters esti-
mation will be another trend for future studies in this field. In this
regard, machine learning algorithms, and more specifically, deep
learning models could significantly contribute toward develop-
ing automatic and end-to-end frameworks [150], [214], [216].

One of the advantages of new SAR systems is their wide
swath width which is beneficial for various oceanographic ap-
plications. However, the effect of the incident angle on the

imaging and the difference between the near and far end of
the image is not negligible. Consequently, the increased swath
width in SAR imagery systems and the applicability of the
wide-swath images for oceanographic measurements necessitate
the improvement of the incident angle invariant algorithms and
necessary corrections for the mentioned differences between the
near and far end of the SAR images [11], [137], [237].

Many of the targets on the ocean that can be detected in
SAR images, such as ships, oil spills, sea ice, and iceberg, have
broad diversity in terms of size, shape, direction, and structure,
and are susceptive to fast changes in the dynamic environment
of the ocean. Therefore, the development of the algorithms
that are capable of detecting targets in various conditions (e.g.,
multiscale methods), and extraction of more conserved features
would be another challenge to be tackled in future studies [11],
[239], [243]. In addition, adding ancillary information to the
SAR data processing chain in order to increase the reliability of
the estimations, should also be considered in future studies [11],
[137], [239].

VIII. CONCLUSION

The potential of SAR imagery for various oceanographic
applications has been demonstrated in many studies. Many
oceanographic parameters have been studied using SAR
imagery since the launch of the first spaceborne SAR mission,
SeaSat-1, in 1978, and even before that via airborne SAR
sensors. In this review paper, a brief introduction of the
interaction between the microwave waves and the ocean surface
is first provided. Primary spaceborne SAR missions and the way
they led to the advanced contemporary SAR sensors as well as
the airborne SAR systems are then discussed. Furthermore, 12
main oceanographic applications of the SAR images, along with
the advantages and disadvantages, were extensively discussed.
Finally, a summary of the published articles between 1973 and
the end of December 2022 about the oceanographic applications
of SAR systems is presented.

Considering various studies on different applications of SAR
data in the ocean, ocean wind, current, and wave are the
most studied parameters due to their significance in the ocean
environment. As a result of their importance for surveillance as
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well as preservation concerns, ship and oil spill detection also
account for a considerable portion of SAR oceanographic stud-
ies. Some of these applications have been developed sufficiently
and operationally (e.g., oil spill detection). However, many other
applications need to be developed and enhanced further to be
applied in practical exercises, especially at global scales. In addi-
tion, the increasing number of SAR instruments and availability
of high-resolution SAR images with a short revisit time have pro-
vided an unprecedented opportunity for practically employing
SAR remote sensing techniques in oceanographic applications.
However, the differences between the imaging characteristics
of different SAR instruments should be treated conscientiously
when using SAR images from various instruments. Moreover,
some oceanographic applications of SAR images are not being
studied anymore, as other EO images, such as optical imagery
are proved to be more beneficial (e.g., direct monitoring of the
fishery activities) [123]. Whereas new oceanographic applica-
tions of SAR images have been proposed in recent studies, such
as Human Rights Act including refugee monitoring. More new
applications are also expected to be proposed in future studies,
utilizing state-of-the-art SAR systems.

Considering the crucial roles of the oceans and the increases
in the destructive circumstances and incidents that threaten these
sensitive environments, precise monitoring of the oceans is
necessary. The superiority of SAR systems for various oceano-
graphic applications is reviewed in this article, and is demon-
strated through an increasing number of research studies being
done in this field. The immense availability of SAR images
with various characteristics, besides the recent advances in SAR
imaging techniques, and outstanding development of various
data processing and machine learning algorithms have provided
a prominent opportunity for different oceanographic applica-
tions; from global-scale studies, such as global ocean currents
monitoring to local-scale studies, such as coastal monitoring and
ship detection. Despite the numerous studies and publications
for oceanographic applications of SAR images, new technolo-
gies necessitate more advanced studies in this field. Moreover,
many of these applications have not reached enough maturity to
be applied in operational practices, and further studies are neces-
sary in these fields. Therefore, more oceanographic studies using
SAR images are expected in the future, especially in the field of
novel applications of the new SAR imaging modes in the ocean.
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