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The correlated k-distribution (CKD) is a fast radiative transfer model and is often used in atmospheric absorption
simulation. In the paper, we apply two automatic CKD methods to satellite brightness temperature simulations
from the Fengyun 4A Advanced Geostationary Radiation Imager (AGRI) in infrared channels, namely, the finding
point method (FPM) and the re-optimized method (ROM). In the calculation, we used Radiative Transfer for the
Television Observation Satellite Operational Vertical Sounder (RTTOV) as the comparison, and we use line-by-line
(LBL) integration as the reference. Compared with LBL in the brightness temperature simulation of real profiles,
the errors of FPM in 7.1μm and 13.5μm channels are 0.22 K, −0.13 K for mean error and 0.3128 K, 0.2184 K for
root mean square error (RMSE), respectively, which are larger than that of RTTOV, with 0.16 K, 0.02 K, 0.2144 K,
and 0.1226 K, respectively. In the other channels, the results show that of ROM has the highest accuracy and
RTTOV has the lowest accuracy. In general, FPM and ROM can achieve very good accuracy in satellite infrared
remote sensing. ©2022Optica PublishingGroup

https://doi.org/10.1364/AO.472382

1. INTRODUCTION

Nomenclature
AGRI Advanced geostationary radiation imager
CKD Correlated-k distribution method
DM Decreasing method
FPM Finding point method
LBL Line-by-line method
LBLRTM Line-by-Line Radiative Transfer Model
ME Mean error
MT_CKD Water vapor continuum model
ROM Re-optimized method
RTTOV Radiative Transfer for the Television Observation Satellite

Operational Vertical Sounder
RMSE Root mean square error
SRF Spectral response function
TOA Top of atmosphere
c xi , P r

j ,i The i th fitting coefficient for temperature in xi integration
point and j th reference pressure

(Table continued)

f (k) Probability density
g Cumulative probability function
�g i Weight point for i th CKD integration point
k Absorption coefficient
kr Absorption coefficient in reference pressure
kmax Maximum absorption coefficient in reference level
p(i1, i2) Combination point consisted of xi1 of gas 1 and xi2 of gas 2
n Total number of CKD integration points
p(i1, i2) Combination point consisted of xi1 of gas 1 and xi2 of gas 2
P Atmospheric pressure
P r

j j th reference pressure
r Ratio of heating rate error function
T Atmospheric temperature
Tr Transmission
v Wavenumber
�v Spectral interval
xi Position point for i th CKD integration point

The broadband satellite infrared sounding instrument
observation can be used in the cloud detection and clearing
scheme, which is important in atmospheric science study. As
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an important part of the cloud retrieval algorithm, the calcula-
tion of atmospheric radiation absorption must be very fast and
accurate because the model will be called many times during the
iterations [1–5]. Among the transfer models, the line-by-line
(LBL) method is the most accurate method. However, the LBL
method needs to perform the numerical integration of the
Voigt broadening for all spectral lines. Therefore, its calculation
amount and speed cannot satisfy the application. Compared
with practical applications, LBL is more suitable as a reference
for fast radiation calculation schemes. Fast calculation schemes
are a parametric alternative to LBL because they are fairly
fast and have relatively satisfactory accuracy. The correlated
k-distribution (CKD) method is a commonly used fast calcula-
tion scheme. CKD assumes the gaseous absorption coefficients
in wavenumber space vary with the same trend in all atmosphere
levels. Thus, the absorption coefficients in different atmospheric
layers can be monotonously sorted according to the intensity.
Then CKD can use much fewer points to calculate the gaseous
transmissivity than the LBL. In other words, CKD can get
comparable accuracy with LBL with much faster speed [6–10].
Furthermore, CKD can solve the gaseous multiple scattering
and overlapping absorption in the inhomogeneous atmosphere
with aerosols and clouds for its simple and practical property, so
it has been applied to broadband satellite infrared sounding in
recent decades [11–15].

While CKD has such advantages, it becomes difficult when
applied in the overlapping spectral bands. The overlapping
problem happens in most cases. Furthermore, the method
treated for overlapping problems can affect the accuracy and
efficiency of radiative transfer calculations in the CKD. Thus,
how to deal with the overlapping bands with good performance
has become the key problem of CKD [7,16–19]. In the past
decades, several studies proposed their methods to solve the
overlapping problem based on CKD. The first approach is the
correlated spectra scheme. It assumes that the absorption coeffi-
cient distribution trends of all gases are perfectly correlated with
each other. Obviously, the assumption does not meet the actual
situation.

The second approach is the uncorrelated spectra scheme,
in which the total transmittance of a mixed gas is equal to the
transmittance products from all gases. However, the property
can only be applied to the monochromatic transmittance.
For a limited interval like satellite observation channel, this
method is applicable if and only if the transmittance of the two
gases is completely uncorrelated, i.e., the distribution of their
absorption coefficients in the spectral interval is completely
random. Therefore, this scheme is not applicable for practical
situations due to the non-random-induced correlation [17].
Besides, the radiation transmittance programs need to be called
in many times for the scattered atmosphere due to the multi-
ple summation. Assuming the number of absorption gases in
a spectral band is nmol, the number of integration points for
each gas is n. Then, transmittance programs need to be called
for N = nnmol times. When an additional gas with an integral
number of L is added, the calculation amount will increase by L
times. Therefore, the calculation speed is not satisfactory.

The last method is a partly correlated scheme, for example,
the alternate mapping CKD method and modified amount
weighted scheme. In alternate mapping CKD, the cumulative
probability space is divided into several subintervals. Then, we

pick a “reference gas” and sort its absorption coefficients, while
the other gases are sorted in the same sorting rule. We take the
average absorption coefficient of the first subinterval and multi-
ply it by the adjust factor. Next, we choose another “reference
gas” and repeat the operation for the second and subsequent
subintervals. However, this method requires manual operation,
and the accuracy is limited. For example, alternate mapping
CKD requires researchers to manually divide the subinterval in
bands, choose the “reference gas” that dominates the absorption
in each subinterval, and estimate the adjustment factors of the
gas absorption coefficients in each subinterval. Therefore, it
consumes a lot of labor and introduces manual error in building
the algorithm [16,17]. For the modified amount weighted
scheme, the main idea is appropriately combining the absorp-
tion coefficients of participating gases into a “single gas.” While
the modified amount weighted scheme has achieved high accu-
racy as it can bypass the problem of gaseous overlapping, the
handling of weighting factors for each gas becomes inefficient
when the overlapping band contains over two gases [9,16].

Above all the methods, Nakajima proposed the decreasing
method (DM) [19], which is an automatic method based on tra-
ditional CKD theory. The DM can avoid the error introduced
by the manual operation. However, the accuracy of this method
still can be improved. Recently, this method has been improved
to the finding point method (FPM) and re-optimized method
(ROM) [18]. Compared with the other CKD method, FPM
and ROM can achieve high accuracy and avoid manual errors.
DM has been successfully applied in remote sensing models and
achieved satisfactory results, but the more accurate FPM and
ROM have not been used. In this paper, we applied these two
methods to satellite remote sensing calculation, and we improve
the accuracy of brightness temperature simulation. In Section 2,
the brief description of the CKD method and the modifications
of FPM and ROM are introduced. Section 3 introduces the
simulation results of FPM and ROM, and compares them with
the results calculated by Radiative Transfer for the Television
Observation Satellite Operational Vertical Sounder (RTTOV).
Section 4 provides concluding remarks.

2. PARAMETERS OF AGRI

The Advanced Geostationary Radiation Imager (AGRI) on
Fengyun 4A is mainly responsible for the task of acquiring cloud
images, including 14 channels, which is nearly 3 times the 5
channels of Fengyun-2. The information of AGRI is shown
in Table 1. Among them, there are six short-wave channels,
including two visible light channels. The observed energy comes
from the sun, which is mainly used to detect the information of
solar energy reflected by the surface or atmosphere during the
daytime. Channels 7 and 8 are medium-wave infrared channels.
Since the medium-wave infrared channel can detect informa-
tion from the sun as well as information from the surface and
clouds, the radiant energy varies greatly. AGRI channels 7 and
8 are used to detect high temperature and low temperature,
respectively. The setting can effectively take into account the
need to detect high temperature and low temperature targets at
the same time. Channels 9 to 14 are long-wave infrared chan-
nels, including two water vapor channels, one carbon dioxide
channel, and three atmospheric window channels. The water
vapor channels can reflect the water vapor information in the
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Table 1. Fengyun 4A AGRI Information

Channel Type
Central

Wavelength
Spatial

Resolution Main Purpose

1 Visible and
near-infrared

0.47μm 1 km Aerosol
2 0.65μm 0.5–1 km Fog, cloud
3 0.825μm 1 km Vegetation
4 Short-wave

Infrared
1.375μm 2 km Cirrus

5 1.61μm 2 km Cloud, snow
6 2.25μm 2–4 km Cirrus, aerosol
7 Mid-wave

infrared
3.75μm 2 km Fire

8 3.75μm 4 km Land surface
9 Water vapor 6.25μm 4 km High level water

vapor
10 7.1μm 4 km Middle level water

vapor
11 Long-wave

infrared
8.5μm 4 km Water vapor, cloud

12 10.7μm 4 km Surface
temperature

13 12.0μm 4 km Surface
temperature

14 13.5μm 4 km Cloud thickness

middle and upper layers of the troposphere, and channel 14 is
the carbon dioxide absorption band.

In addition to the detection content of clouds, water vapor,
vegetation, and ground surface observed by Fengyun-2, it also
has the ability to capture aerosols and snow, and it can clearly
distinguish different phases of clouds and high- and mid-layer
water vapor. Compared with the limitation of a single vis-
ible light channel of Fengyun-2, Fengyun-4 produced a color
satellite cloud image for the first time and generated regional
observation images at the fastest 1 min.

Spectral response function (SRF) refers to the ratio of the
received radiance to the incident radiance of the sensor at each
wavelength (Fig. 1). Due to sensor hardware limitations, the
response of the sensor within a predetermined wavelength range
cannot be 100%. Otazu et al. pointed out that the SRF of a
sensor defines the probability that the sensor detects photons
of a given frequency and mathematically deduces and analyzes
the proportional relationship between the response of panchro-
matic and multispectral sensors to radiant energy from the
perspective of probability [20].

Fig. 1. Spectral response functions of AGRI 9-14 channels.

3. THEORY AND METHODS

In LBL, the radiance of the atmosphere in the calculation varies
with the wavenumber. Therefore, the transmittance function
for a single gas has to be written as [7]

TrLBL =
∫
�v

I (v)e−k(v)udv∫
�v

I (v)dv
, (1)

where we use TrLBL to denote the transmittance; I is the
monochromatic radiance spectrum, which is a function of
the wavenumber; v is wavenumber, and �v is the spectral inter-
val; k is the absorption coefficient; and u is the absorber amount.
The average transmittance function of CKD can be written as

TrCKD = 1

�v

∫
�v

e−k(v)udv

=
∫ ∞

0
f (k)e−kudk

=
∫ 1

0
e−k(g )udg

=
N∑

i=1

e−k(xi )u�g i , (2)

where TrCKD is the transmittance of CKD; f (k) is the probabil-
ity distribution function for the gaseous absorption coefficient,
which is defined as f (k) = 1

�v
| dv

dk |; n is the total number of
integration points; k(xi ) is the absorption coefficient in xi ; u is
the absorber amount; g is the cumulative probability function,
which is defined as g (k) = ∫ k

0 f (k)dk; and xi and �g i denote
integration point and weight, respectively, for i th point. CKD
uses the integral value of atmospheric blackbody radiation in the
calculated [21,22], while the radiance of the atmosphere in the
calculation of LBL varies with the wavenumber. However, the
blackbody radiation does not vary much with the wavenumber.
Therefore, we can adjust the weights �g i in CKD to cover
the influence of the variation of blackbody radiation in LBL,
i.e., make adjusted TrCKD = ∑N

i=1 e−k(xi )u�g i and TrLBL equal.
SRF of the measurement instrument has a great influence on

the results. Therefore, we need to include the influences of the
SRF. The average transmittance function has been rewritten
as [5]

Tr′LBL =
∫
�v

I (v)ϕ(v)e−k(v)udv∫
�v

I (v)ϕ(v)dv
, (3)

where ϕ is SRF. Including the SRF in CKD, Eq. (2) is
rewritten as

TrCKD = 1

�

∫
�v

ϕ(v)e−k(v)udv =
∫ ∞

0
f ′(k)e−kudk

=
∫ 1

0
e−k(g ′)udg ′ =

N∑
i=1

e−k(xi )u�g ′
i = Tr′LBL, (4)

where � = ∫
�v

ϕ(v)dv, and the probability distribution
function is rewritten as
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Fig. 2. (a) Absorption coefficient as a function of wavenumber and spectral response function. (b) Probability distribution as a function of absorp-
tion coefficient. (c) Cumulative probability as a function of absorption coefficient. (d) Absorption coefficient as a function of cumulative probability.
In (b)–(d), the red lines included the spectral response function, and the black lines are without the inclusion of the spectral response function.

f ′(k) = 1

�

∣∣∣∣dv · ϕ(v)

dk

∣∣∣∣ . (5)

Figure 2 shows a sample of the transformation relationship
between the probability distribution function and the cumula-
tive probability function, and the difference between the result
without SRF and the result including SRF. Figure 2(d) shows the
meaning of xi , k(xi ) and �g i . k(xi ) is the absorption coefficient
k(g ) at xi of the cumulative probability function, and �g i is the
corresponding weight of k(xi ).

In the FPM, we parameterized absorption coefficient k
as a function of temperature polynomial for each reference
pressures. The polynomial is shown as follows:

kr (xi , P r
j , T) =

5∑
t=1

c xi ,P r
j ,t · (T − 250)t−1, (6)

where P r
j represents the j th reference pressure, and c xi , P r

j ,i

denotes the fitting coefficient of the temperature in each ref-
erence pressure and integration point. Totally 21 reference
pressure levels are distributed between 1000 and 0.1 mb. For
temperatures between 160 and 340 K, Eq. (6) is valid, includ-
ing the most atmospheric conditions [16]. The absorption

coefficient k(xi , P , T) is approximated by the linear interpo-
lation between two neighboring Pj and Pj+1. However, as we
included SRF in calculation, the absorption coefficient in each
integration point of cumulative probability space varies signifi-
cantly. Then, the approximation in Eq. (6) can lead to negative
values, which does not meet the definition of the absorption
coefficient (e.g., the water self-continuum absorption coeffi-
cient in 7.1μm channel shown in Fig. 3). Therefore, we changed
the temperature fitting polynomial as

kr (xi , P r
j , T) = exp

(
5∑

t=1

c ′
xi ,P r

j ,t · (T − 250)t−1

)
. (7)

Figure 3 shows two temperature fitting polynomials of the
water self-continuum absorption coefficient in 7.1μm channel,
and the yellow dots are fitting sampling points. The modified
polynomial better agrees with the physical properties of the
absorption coefficient than the original polynomial Eq. (6).

An essential problem of the CKD method is overlapping
absorption. The FPM is an improved method of the tradi-
tional CKD [18], which nonlinearly optimizes the overlapping
problem and gets more accurate combination of quadrature
points with weights simultaneously. The radiative flux and
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Fig. 3. Comparison of two temperature fitting polynomial of water
self-continuum absorption coefficient in the third point of 7.1 μm
channel. The yellow dots are fitting sampling points of LBL.

heating rate profiles from LBL and CKD at each quadrature
point are regarded as highly dimensional vectors. That is, those
vectors at each CKD point need to be linearly combined into
the vector of LBL. In other words, we transformed the original
overlapping problem into a simpler nonlinear programming
problem. Furthermore, FPM assumes the cumulative proba-
bility functions of each gas are perfectly uncorrelated [as shown
in Fig. 4(a)], and the Gaussian integration point is taken as the
sampling point of the absorption coefficient for all gases. The
number of absorption gases is nmol in a spectral band (typically,
there are no more than three kinds of gases in each band), the
number of Gaussian integration points is n, and then the num-
ber of quadrature points is N = nnmol . The function of FPM is to
select the optimal combination from N quadrature points as the
CKD solution. The transmittance function of each quadrature
point is shown as follows:

Tr(xi1, xi2, xi3) = e−(k1(xi1)u1+k2(xi2)u2+k3(xi3)u3), (8)

where xi1, xi2, xi3 are, respectively, the i1th, i2th, i3th inte-
gration points for gas1, gas2, gas3; k1(xi1), k2(xi2), k1(xi3)

are, respectively, the absorption coefficient of gas1, gas2, gas3 in

xi1, xi2, xi3. u1, u2, u3 are, respectively, the absorber amount of
gas1, gas2, gas3.

To get the m th-order result, FPM selects a point from the N
quadrature points so that its combination with the (m − 1)th
order result can minimize the objective function. Then, FPM
replaces each point with its neighboring point, recalculates
weights and the objective function of each combination with
neighboring point, and saves the neighboring point with the
smallest objective function. This step is repeated until the objec-
tive function is minimum. The operations are repeated for all
orders. The details of FPM are shown in the works of Zhu et al .
[18]. Taking an example of two gases, the integration point
xi1 of gas 1 and the integration xi2 of gas 2 are combined to
form the quadrature point p(i1, i2). In FPM, the neighboring
point of p(i1, i2) is p(i1 ± 1, i2 ± 1). We modified the neigh-
boring point as p( j1, j2), i1 − R ≤ j1 ≤ i1 + R, j1 ∈ Z,
i2 − R ≤ j2 ≤ i2 + R, j2 ∈ Z, where R is the radius of each
integration point’s neighbor area. For example, p(3, 3) shown
in Fig. 4(b) with R is set as 2, and the points covered in the red
area are all its modified neighboring points.

We tried three different radii when FPM replaces each point
with its neighboring point. The larger the value of the radius
we set, the greater amount of calculation we have. Therefore,
we only calculated the results under three values of the radius.
Specifically, when the radius is set as 1, the modified points
are the same as original definition in FPM. Table 2 shows the
objective functions of 7.1 and 12 μm channels under three
values of the radius. When the number of integration points is
1, FPM can directly select the optimal solution when screen-
ing all points. Therefore, the objective function values under
all radiuses are the same. As the number of integration points
increases, the objective functions under different radiuses
decrease, and the smallest objective function appears under a
different radius. For example, in 7.1 μm channel, when the
number of integration points is 4, the objective functions under
the radius of 1 and 3 are the smallest; when the number of inte-
gration points is 6, the objective function under the radius of
2 is the smallest, while the objective function under the radius
of 1 is the largest. A similar phenomenon can be observed in
12 μm and the other channels. In conclusion, we can choose
the result under a different value of radius to obtain the best
results according to the different requirements of the calculation

Fig. 4. (a) Example of perfectly uncorrelated treatment of two gases. (b) Example of the modified neighboring point. The point is p(3, 3); the
radius R is set as 2.
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Table 2. Comparison of Objective Function of FPM

under Three Different Radiuses

Radius

7.1μm 12μm

NP
a

1 2 3 1 2 3

1 97.5256 97.5256 97.5256 154.7020 154.7020 154.7020
2 79.4161 79.4161 79.4161 17.6616 34.4463 17.6616
3 7.2099 11.6883 7.2099 6.4087 14.5144 6.4087
4 4.4004 7.3327 4.4004 4.5836 10.0388 4.5836
5 3.1598 4.1100 2.9634 2.1061 2.0127 2.2027
6 2.7341 1.2368 2.4509 1.6124 1.5355 1.6002

aNP, number of integration points.

speed. When the radius is larger than the number of Gaussian
integration points, the result of FPM is the global optimal
solution. However, when there is more than one absorber in
the channel or the number of integration points is too large, the
computational complexity of FPM is too large and even exceeds
the calculation capacity of the computer. Therefore, we set the
radius not to exceed 3.

The accuracy of FPM is satisfied but limited by the number
of Gaussian quadrature points. Therefore, the ROM used the
adjusted factors to minimize the objective function, which are
shown below:{

αr ,i ∗ kr (xi , P r
j , T) > 0

αr ,i ∗ kr (xi , P r
j , T) − kmax(P r

j , T) ≤ 0
, (9)

where αr ,i denotes the adjusted factor for i th absorption
coefficient fitting polynomial and kmax denotes the maxi-
mum absorption coefficient in each reference level, which
is also expressed as a function of temperature polynomial:

kmax(P r
j , T) = exp

(∑5
t=1 c ′ max

P r
j ,t ∗ (T − 250)t−1

)
, where c max

P r
j ,t

is the fitting coefficient for temperature in each reference pres-
sure. Since the number of integration points in remote sensing
simulation is small, we can use more adjusted factors to make

ROM more accurate, and we have changed temperature polyno-
mial to ensure the absorption coefficients are larger than 0; thus,
the first constraint in Eq. (9) becomes inactive. Equation (9)
becomes

αr ,i ∗ kr (xi , P r
j , T) − kmax(P r

j , T) ≤ 0. (10)

4. RESULTS AND ANALYSIS

A. Standard Profiles

In this study, we used the Line-By-Line Radiative Transfer
Model (LBLRTM v12.8), Water Vapor Continuum Model
(MT_CKD v3.1), and RTTOV (v13.0) in our calculation, and
we used the High Resolution Transmittance spectral database
(HITRAN2016; https://hitran.org) and 83 standard profiles
(https://nwp-saf.eumetsat.int/downloads/profiles/ECMWF_8
3P_91L.dat) as the input data. Figure 5 shows the brightness
temperature errors of FPM, ROM, and RTTOV at different
zenith angles for all infrared channel under standard profiles; the
blue lines, yellow lines, and red lines are the errors of RTTOV,
FPM, and ROM; the solid lines and dashed lines are root mean
square errors (RMSEs) and mean errors (MEs). In 7.1 μm
channel, the ME of RTTOV is similar to that of ROM, while the
RMSE of RTTOV is larger than that of ROM. In contrast, FPM
has the largest error in the 7.1μm channel. In the 8.5μm chan-
nel, RTTOV has the lowest accuracy. The ME and RMSE of
ROM are all larger than FPM. In this case, we can choose FPM
with better accuracy instead of ROM in the subsequent calcula-
tion. Although the accuracy of ROM is slightly lower than that
of FPM, the accuracy of ROM is not lower than RTTOV. In the
other channels, ROM has the highest accuracy, while RRTOV
has the lowest accuracy. Table 3 illustrates the ME and RMSE of
the three algorithms under all zenith angles. The result is similar
to that of Fig. 5: the errors of FPM are less than those of RTTOV
except for the 7.10μm channel, and ROM is more accurate than
RTTOV in all results.

Fig. 5. ME and RMSE of RTTOV, FPM, and ROM vary with the cosine of the zenith angle.
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Table 3. Comparison of ME and RMSE of FPM, ROM,

and RTTOV under 83 Standard Profiles

Me (K) RMSE (K)

Channel RTTOV FPM ROM RTTOV FPM ROM

6.25μm −1.0245 0.0032 0.0027 1.0879 0.1103 0.0641
7.10μm −0.0066 −0.0320 0.0004 0.1120 0.2128 0.0682
8.50μm 0.1968 −0.0081 −0.0541 0.2204 0.0459 0.0650
10.8μm −0.1095 0.0205 0.0115 0.1567 0.0266 0.0168
12.0μm −0.0673 0.0098 −0.0114 0.1164 0.0328 0.0206
13.5μm −0.2514 0.0362 0.0334 0.3256 0.1742 0.1398

Fig. 6. Comparison of the transmittance from level to TOA calcu-
lated by RTTOV, FPM, ROM, and LBL under clear sky in 83 standard
profiles.

We only calculated the brightness temperature under a clear
sky to avoid the influence of the cloud parameterization because
the influence of cloud is greater than atmosphere in the calcu-
lation. In the calculation, transmittance is a better indicator of
computational accuracy. Therefore, we calculated the average
transmittance from level to the top of atmosphere (TOA) of
three methods and compared them with LBL.

Figure 6 shows the comparison of the transmittance from
level to TOA calculated by RTTOV, FPM, ROM, and LBL
under clear sky in 83 standard profiles for 6.25, 7.1, and 12 μm
channel. The errors of FPM are almost the same as ROM for
all three channels. For 6.25 μm channel, the error of RTTOV
is smaller than those of FPM and ROM, while for 7.1 and
12μm channel, the error of RTTOV is larger than those of FPM
and ROM. Table 4 shows the RMSE of RTTOV, FPM, and
ROM for all transmittance results. The RMSEs of FPM are
almost the same as that of ROM for all channels. This is because
ROM has a very small adjustment to the parameters of FPM.
Therefore, despite the slight change in brightness temperature,
the change in average transmittance is very small. In 6.25, 7.10,
and 13.5 μm channels, the RMSE of RTTOV is smaller than
that of FPM and ROM. In the other channels, the accuracy
of FOM and ROM is higher. In Fig. 6, the maximum error of

Table 4. Transmittance RMSE Comparison of FPM,

ROM, and RTTOV under 83 Standard Profiles

Channel RTTOV FPM ROM

6.25μm 0.0052 0.0140 0.0140
7.10μm 0.0051 0.0070 0.0070
8.50μm 0.0046 0.0042 0.0042
10.8μm 0.0047 0.0018 0.0019
12.0μm 0.0037 0.0009 0.0009
13.5μm 0.0036 0.0079 0.0079

the RMSE of the 7.10 μm channel is larger than those of FPM
and ROM. However, in Table 4, the overall error of FPM and
ROM is larger than that of RTTOV. In other words, there is a
systematic deviation in FPM and ROM in 7.10μm channel.

Figure 7 shows the transmittance error contours for pressure
from level to TOA calculated by RTTOV, FPM, and ROM
under clear sky in 83 standard profiles. In general, the error com-
parison of the three schemes in the figure is basically the same
as that in Table 4. The errors of the three schemes all increase
as the altitude decreases. The RMSE of FPM and ROM in the
upper atmosphere is slightly larger than that of RTTOV, while
the error comparison in the lower atmosphere is consistent with
the results in Table 4.

B. Real Profiles

We evaluated the accuracy of FPM for real atmospheric profiles.
The data we used in the evaluation are as follows (Table 5).

The simulated time is 12:00 on August 19, 2019. We only
consider the clear sky area for focusing only on the gaseous
absorption. We show the observation of 6.25 and 10.8 μm
channels in Fig. 8, and the errors of FPM and RTTOV are also
shown. The gray part is the cloudy area. The accuracy of the
three methods is almost the same in these two channels.

In 6.25μm channel, the errors of three methods are generally
negative, and the deviation of RTTOV is relatively larger; in
10.8 μm channel, the errors of three methods in the ocean area
are close to 0, while the errors in the land area are all negative.
This phenomenon of error distribution is probably caused by
the fact that the value of the surface temperature data or the
surface emissivity data is smaller than the actual value.

The errors of the three methods are all increased in real pro-
files. Therefore, we aim to analyze the sources of the error. We
selected 1000 profiles randomly from the simulation area and
calculated the reference results by LBL. Figure 9 shows the
probability distribution of errors calculated by RTTOV, FPM,
and ROM under all infrared channels. In 6.25 μm channel,
the peak of FPM is at the same position as RTTOV, but its
half-width is larger than RTTOV; the peak position of ROM is
the closest to 0, and the half-width is the narrowest. In 13.5 μm
channel, the peak positions of three methods are almost the
same, but the half-widths of ROM and FPM are both larger
than RTTOV. In the other channels, the accuracy of ROM and
FPM is higher than that of RTTOV, and ROM has the highest
accuracy. Table 6 illustrates the ME and RMSE of three methods
compared with LBL under the 1000 profiles. The accuracy of
FPM is better than RTTOV except 7.10 μm channel. In other
words, the deviation between the profile data used in our calcu-
lation and the real profiles is the main limiting factor for FPM
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Fig. 7. Transmittance error contours for pressure from level to TOA calculated by RTTOV, FPM, and ROM under clear sky in 83 standard
profiles.

Table 5. Input Data

Input Data Source URL

Atmospheric profiles ERA-Interim https://www.ecmwf.int/en/forecasts/dataset/ecmwf-reanalysis-interim
Land surface temperature
Land surface emission
Sea surface temperature data NSMC http://satellite.nsmc.org.cn/PortalSite/Data/Satellite.aspx
Cosine of viewing zenith angles
Cloud detection data

accuracy. Besides, we did not consider the effect of aerosol in our
calculation. That can also be an error source.

Figure 10 shows the comparison of transmittance from level
to TOA calculated by RTTOV, FPM, ROM, and LBL under
clear sky in 1000 real profiles for 6.25, 10.8, and 13.5μm chan-
nels. The errors of FPM are still almost the same as ROM. For
6.25 and 10.8 μm channels, the error of RTTOV increased,
while the error of FPM and ROM decreased to be smaller than
that of RTTOV. For 13.5μm channel, RTTOV is slightly more
accurate than FPM and ROM. Table 7 shows the RMSE of
RTTOV, FPM, and ROM for all transmittance results. The
RMSEs of FPM are still almost the same as ROM for all chan-
nels. For 6.25 and 7.10 μm channels, the RMSE of RTTOV is
larger than that of FPM and ROM; for 8.50 μm channel, the
RMSE of RTTOV is smaller than that of FPM and ROM. The
results in these three channels are the opposite of the results
under standard profiles. For 10.8 and 12.0 μm channels, the
accuracy of FOM and ROM is still higher than RTTOV, while
for 13.5 μm channel, the accuracy of FOM and ROM is still
lower than that of RTTOV. In conclusion, the accuracy of
FOM and ROM is still lower than that of RTTOV in 13.5 μm
channel, but it is better than RTTOV in the other channels.

Figure 11 shows the transmittance error contours for pressure
from level to TOA calculated by RTTOV, FPM, and ROM
under clear sky in 1000 real profiles. The error comparison
of the three schemes in the figure is basically the same as that
in Table 4. Compared with the results of the standard profiles
in Fig. 7, the error of FPM and ROM in the 8.50 μm chan-
nel becomes larger than RTTOV, while the large errors of other
channels are less than or equal to RTTOV, and the transmittance
error of FPM and ROM in the upper atmosphere is reduced to
be consistent with RTTOV.

5. DISCUSSION

Compared with LBL, under the standard profiles, most bright-
ness temperature results of FOM and ROM are better than
RTTOV, but the transmittance accuracy of FPM and ROM
in 6.25, 7.1, and 13.5 μm channels is lower than RTTOV.
Under the real profiles, FPM and ROM not only have better
brightness temperature results than RTTOV but also have
better transmittance results for each channel. This is because
the transmissivity of RTTOV is only from level to TOA, and its
optimization process only focuses on the transmissivity from
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Fig. 8. Comparison between observations brightness temperature and simulated errors of RTTOV, FPM, and ROM under 6.25μm and 10.8μm
channels. The gray area is cloud area. The unit is K .

level to TOA. In contrast, the results referred by FPM and ROM that is, the transmittance from level to level that is weighted
with temperature. Therefore, when FPM and ROM optimize



10168 Vol. 61, No. 34 / 1 December 2022 / Applied Optics Research Article

Fig. 9. Probability distribution of simulated brightness temperature errors calculated by RTTOV, FPM, and ROM under all infrared channels.

Table 6. Comparison of ME and RMSE of FPM, ROM,

and RTTOV under 1000 Real Profiles

ME
a

(K) RMSE
b

(K)

Channel RTTOV FPM ROM RTTOV FPM ROM

6.25μm −0.77 −0.10 −0.05 0.8167 0.1383 0.0837
7.10μm 0.16 0.22 0.04 0.2144 0.3128 0.0850
8.50μm 0.28 0.07 0.02 0.2873 0.0752 0.0380
10.8μm −0.17 0.01 0.00 0.1951 0.0228 0.0227
12.0μm −0.10 −0.02 −0.04 0.1321 0.0283 0.0420
13.5μm 0.02 −0.13 −0.11 0.1226 0.2184 0.2004

aME, mean error.
bRMSE, root mean square error.

all transmissivity parameters to fit all results from level to level
under standard atmosphere, the transmissivity results of level to
TOA will inevitably become worse. On the other hand, because
FPM and ROM focus on the results of all layers, they have better
adaptability to the variation of level parameters—that is, under
the actual atmospheric profile, the transmission accuracy of
FPM and ROM is higher. Similarly, brightness temperature is
actually the sum of atmospheric radiance from level to TOA
converted into temperature. RTTOV only considered the result
from level to TOA when optimizing parameters, but FPM
and ROM considered different layer radiances. Therefore, the
accuracy of FPM and ROM is better in practical application.

The main absorption gas properties are different in differ-
ent channels, and the main source layers of radiance received
by satellites and the sensitivity of the results to gas absorption
parameters are different. For example, the radiation observed in
6.25μm channel is mainly the radiation from the water vapor in
the upper layer. In these layers, the water vapor content is small,
but the absorption coefficient is large and varies dramatically,
so the error generated in polynomial parameterization may
cause large fluctuations in the results; the radiances observed
in the 13.5 μm channel is mainly from the middle and bottom
layer water vapor,where the water vapor content is high, but the

Fig. 10. Comparison of transmittance from level to TOA calcu-
lated by RTTOV, FPM, ROM, and LBL under clear sky in 1000 real
profiles.

Table 7. Transmittance Comparison of ME and RMSE

of FPM, ROM, and RTTOV under 1000 Real Profiles

Channel RTTOV FPM ROM

6.25μm 0.0125 0.0091 0.0091
7.10μm 0.0055 0.0042 0.0042
8.50μm 0.0024 0.0033 0.0033
10.8μm 0.0065 0.0009 0.0009
12.0μm 0.0044 0.0013 0.0013
13.5μm 0.0044 0.0063 0.0063

absorption coefficient is relatively small, and polynomial param-
eterization can more easily simulate the change of the absorption
coefficient. However, RTTOV only has the results from level
to TOA, so we cannot compare the results from level to level.
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Fig. 11. Transmittance error contours for pressure from level to TOA calculated by RTTOV, FPM, and ROM under clear sky in 1000 real profiles.

Focusing on this problem, we can adjust the optimization con-
ditions of FPM to focus only on the results of level to ROA in the
later works and make the top-level simulation more accurate.

6. CONCLUSION

In this paper, the FPM and ROM are modified and applied
to the forward radiative transfer model for remote sensing of
Fengyun 4A AGRI, and the simulated brightness temperature
results are compared with LBLRTM and RTTOV. We modified
the temperature interpolation formula of the gas absorption
coefficient and the range of adjacent points in the iteration in
FPM. Therefore, the constraints in ROM are greatly reduced.
Besides, we have increased the number of standard atmospheric
profiles in the optimal calculation.

Compared with the brightness temperature simulations of
LBL, the accuracy of FPM and ROM are higher than that of
RTTOV under both the standard atmospheric and the real
profile, and ROM has the highest accuracy. Under the standard
profiles, the minimum ME and RMSE of RTTOV are in 7.1μm
channel, with values of −0.0066 K and 0.1120 K, respectively.
Both the two errors are lower than that of FPM, which are
−0.032 K and 0.228 K, respectively, but still larger than that of
ROM. The maximum ME of ROM is in 8.5 μm channel, with
value of −0.0541 K. The error is larger than FPM, −0.0081 K,
but still lower than RTTOV, 0.1968 K. Correspondingly, the
RMSE of ROM shows the same comparison result in 8.5 μm
channel, which is the error of ROM being larger than FPM but
lower than RTTOV. In the other channels, the results show that
ROM has the highest precision and RTTOV had the lowest pre-
cision. Under the real profiles, the errors of FPM in 7.1 μm and
13.5 μm channels are 0.22 K, −0.13 K for ME and 0.3128 K,
0.2184 K for RMSE, respectively, which are larger than that
of RTTOV, with 0.16 K, 0.02 K, 0.2144 K, and 0.1226 K
respectively. The ME and RMSE of ROM in 12.0 μm channel

are −0.04 K and 0.042 K, which are also larger than FPM with
−0.02 K and 0.0283 K, and lower than RTTOV with −0.1 K
and 0.1321 K. In the other channels, the results show that ROM
has the highest accuracy and RTTOV has the lowest accuracy.
Compared with satellite observations, the results of FPM,
ROM, and RTTOV are not much different. There are two main
factors that might cause this phenomenon: first, the input data
interpolated from the coarse grid domain and the accuracy of
the profiles can cause the bias of simulation; second, we did not
consider the effects of aerosols in the simulated area.

For the channel average transmittance simulations, the accu-
racies of FPM and ROM are almost the same. For standard
profiles, the errors of FPM and ROM are larger than RTTOV
in 6.25, 7.1, and 13.5 μm channels, and the highest errors are
in 6.25 μm channel, with the value of 0.014. In the other chan-
nels, FPM and ROM have better accuracy. For real profiles, the
accuracy of FPM and ROM in 8.5 and 13.5 μm channels are
slightly lower than RTTOV, but the differences did not reach
0.002, i.e., FPM and ROM perform better in real profiles. In
10.8 and 12.0 μm channels, the accuracies of FPM and ROM
are always higher than RTTOV; in the other channels, the
accuracy of FPM and ROM is better in real profiles but lower in
standard profiles. In conclusion, FPM and ROM can achieve
better results in the satellite remote sensing simulation.
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